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#### Abstract

In this paper, we re-analyse the rate monotonic scheduler. Traditionally, the schedulability condition was obtained from the greatest lower bound of utilisation factors over all the task sets that (are schedulable and) fully utilise the processor. We argue that full utilisation is not very appropriate for this purpose. We re-establish Liu and Layland's classic schedulability theorem by finding the greatest lower bound of utilisation factors over all the unschedulable task sets instead. The merits of our approach include: Firstly, the fact that the bound is both sound and tight for schedulability follows directly from definition; Secondly, our proof is simpler technically.
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## 1. Introduction

In their seminal paper [6], Liu and Layland studied two scheduling algorithms, one of them is the rate monotonic scheduler (RMS). For the RMS, they established a schedulability condition based on the utilisation factors represented by the following classic theorem

Theorem 1. (See Liu and Layland [6].) Given a set of m tasks, if its utilisation factor is less than or equal to $m\left(2^{\frac{1}{m}}-1\right)$, then the task set can be scheduled by the RMS.

To prove this, they introduced the notion of full utilisation. A set of tasks is said to fully utilise the processor if the task set is schedulable and any increase of the required execution time for any task will cause the task set to be unschedulable.

Liu and Layland's Claim: A set of $m$ tasks is schedulable if its utilisation factor is less than or equal to the min-

[^0]imum of the utilisation factors over all sets of $m$ tasks that fully utilise the processor.

Since then, full utilisation has been used as a standard method by various researchers (see e.g. the recent book [1] and paper [2]) for proving the theorem. We shall argue that it is not very appropriate for this purpose.

First, Liu and Layland just stated the claim without proof or any further discussion. However, its soundness is not trivial. As far as we know, it was only proved recently by Devillers and Goossens [2] and by us in a slightly different setting [3]. Both proofs made use of the fact that the bound expression $m\left(2^{\frac{1}{m}}-1\right)$ monotonically decreases as $m$ increases ( $m$ is the number of tasks to be scheduled). Moreover, Liu and Layland did not discuss whether the bound is tight, that is, whether the bound can be lower, although this is implied by the constructive proof in their paper.

A set of $m$ tasks is schedulable if its utilisation factor is less than the utilisation factors of any unschedulable set of $m$ tasks (otherwise, the utilisation factor of the task set has to be less than itself). Since there are infinitely many sets of unschedulable tasks, there may not be a minimum value of the utilisation factors of them. Therefore, we shall use the term greatest lower bound instead of minimum. It
simply follows from the definition that a set of $m$ tasks is schedulable if its utilisation factor is less than the greatest lower bound of utilisation factors over all the unschedulable sets of $m$ tasks. Moreover, for any value greater than that greatest lower bound, it is also trivial to prove that there is an unschedulable set of $m$ tasks whose utilisation factor is less than that value.

Due to these observations, the greatest lower bound of utilisation factors over all the unschedulable task sets immediately provides a sound and tight bound for schedulability test. Moreover, the calculation of the bound for the RMS in this way is simpler than using full utilisation, and this is perhaps expected since the notion of full utilisation is more complicated.

This paper is organized as follows. In Section 2, we show that the greatest lower bound of utilisation factors of all the unschedulable sets of tasks provides the bound for schedulability test. A formal characterisation for the static scheduler to be schedulable (hence also unschedulable) is developed in Section 3. In Section 4, Liu and Layland's theorem for the RMS is proven. The paper ends with a discussion in Section 5.

## 2. Utilisation factor and schedulability condition

We first define the greatest lower bound and establish a property that is needed later.

Definition 1. Given a set $S$ of elements, its greatest lower bound $\mathrm{glb}(S)$ is defined to be the element satisfying the following two properties

- $\operatorname{glb}(S) \leqslant s$ for any $s \in S$.
- If $r \leqslant s$ for any $s \in S$, then $r \leqslant \operatorname{glb}(S)$.

Note $\mathrm{glb}(S)$ does not necessarily belong to $S$.

Lemma 1. Given two sets $R$ and $S$, if for any $s \in S$, there exists $r \in R$ such that $r \leqslant s$, then $\operatorname{glb}(R) \leqslant \operatorname{glb}(S)$.

Proof. For any $s \in S$, there exists $r \in R$ such that $r \leqslant s$. It follows that $\mathrm{glb}(R) \leqslant r \leqslant s$ and therefore $\mathrm{glb}(R) \leqslant \mathrm{glb}(S)$.

In this paper, we consider the same basic scheduling problem as in Liu and Layland's paper [6]. Consider a set of $m$ tasks $\Gamma=\left\{\tau_{1}, \ldots, \tau_{m}\right\}$, each independent of one another. Task $\tau_{i}$ has a period $T_{i}$ and requires $C_{i}$ execution time in every period. We assume $T_{i}$ and $C_{i}$ are rational numbers, $T_{i}>0$ and $C_{i} \geqslant 0$ (for notational convenience we allow $C_{i}=0$ although this case is clearly not useful in practice). The deadline is equal to the period. All tasks begin their first requests at time 0 . Such a task set $\Gamma$ will be denoted by $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$. There is one processor on which the tasks are executed and tasks can be preempted. The time needed for switching tasks is omitted. As an example, let us consider two tasks $\tau_{1}$ and $\tau_{2}$. Task $\tau_{1}$ needs one unit time and $\tau_{2}$ needs two unit time. If starting from time $0, \tau_{1}$ runs first and $\tau_{2}$ second, it is understood that execution will complete by time point 3 . At time point 1 , it is immaterial whether $\tau_{1}$ is executing or $\tau_{2}$ is executing.

Therefore, when we refer to the execution of a task from time point $a$ to time point $b$, we shall use open interval ( $a, b$ ).

For a set of tasks $\Gamma=\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$, the utilisation factor is defined to be $u(\Gamma)=\sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$. Given a set of task sets $S$, we shall use $u(S)$ to denote the set of all the utilisation factors of the task sets in $S$, namely,
$u(S)=\{u(\Gamma) \mid \Gamma \in S\}$.
A set of tasks is schedulable under a scheduling policy if every instance of every task has enough execution time before the corresponding deadline, when the tasks are scheduled according to the policy. In other words, a set of tasks is unschedulable if there is one instance of one task that misses the deadline. In the following, we shall assume our discussion is with respect to a certain given scheduling policy, that is, if we say a set of tasks is schedulable or unschedulable, it is understood that this is with respect to the given particular policy.

Let
$S_{1}=\{\Gamma \mid \Gamma$ is a set of $m$ tasks that is unschedulable $\}$.

Definition 2. $v(m)=\operatorname{glb}\left(u\left(S_{1}\right)\right)$.

The following theorem is a variation of Liu and Layland's claim.

Theorem 2. A set of $m$ tasks $\Gamma$ is schedulable if $u(\Gamma)<v(m)$.

Proof. Given a set of $m$ tasks $\Gamma$, if it is not schedulable, namely $\Gamma \in S_{1}$, then by the definition of $v(m), v(m) \leqslant$ $u(\Gamma)$. This is the contraposition of the theorem.

Theorem 3. For any $x>v(m)$, there exists an unschedulable set of $m$ tasks $\Gamma$ such that $u(\Gamma)<x$.

Proof. If for any set of $m$ unschedulable tasks $\Gamma, x \leqslant u(\Gamma)$, then by the definition of $v(m), x \leqslant v(m)$. This is the contraposition of the theorem.

The above two theorems do not cover the case that the utilisation factor happens to be equal to $v(m)$. For the RMS, which is our major concern, given our assumption that $C_{i}$ and $T_{i}$ are rational numbers, there is obviously no utilisation factor that can be equal to $m\left(2^{\frac{1}{m}}-1\right)$, except when $m=1$ (one task) and in this case, the task (set) is trivially schedulable. For a scheduling algorithm in general, we expect that $v(m)$ is not an element of $u\left(S_{1}\right)$ (in other words, $u\left(S_{1}\right)$ has no minimum element), which means that a set of tasks whose utilisation factor is equal to $v(m)$ is schedulable. Suppose this is not true and assume an unschedulable task set $\Gamma$ whose utilisation factor is $v(m)$. We can reduce the execution time of one task of $\Gamma$ by a very small amount, and the new task set is still unschedulable. The utilisation factor of the new task set is less than $v(m)$, hence a contradiction. Note we do not consider this argument as a proof, because it lacks the rigor that is usually required in mathematics.

## 3. Static scheduling

For static scheduling, the priorities of tasks are fixed. Without loss of generality, we hereafter assume priorities are in decreasing order, namely, for a set of tasks $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$, the priority order is $\tau_{1}>\tau_{2}>\cdots>\tau_{m}$. In this section, we discuss static scheduling and shall not state this all the time.

A set of tasks is schedulable if the timing requirement of each instance of every task is satisfied before the corresponding deadline. Let us take one task, say $\tau_{k}$, to consider. We first study the condition for its first request to be satisfied. Suppose the timing requirement is satisfied at time $t$ ( $t \leqslant T_{k}$ ). Over the interval $(0, t)$, the processor is occupied by $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$, i.e., one of them is running and no tasks $\tau_{k+1}, \tau_{k+2}, \ldots, \tau_{m}$ can be executed, since $\tau_{k}$ 's request is outstanding until $t$. It follows that $\sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \leqslant t$ (where $\left\lceil\frac{t}{T_{i}}\right\rceil$ is the smallest integer greater than or equal to $\frac{t}{T_{i}}$ ), since tasks with higher priorities need $\sum_{i=1}^{k-1}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i}$ executing time. On the other hand, if there exists $0<t \leqslant T_{k}$, such that $\sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \leqslant t$, then obviously there is enough time for task $\tau_{k}$, along with the tasks with higher priorities, to complete the execution time. We next investigate a condition for an arbitrary request of a task.

Lemma 2. The $j$-th request of task $\tau_{k}$ is satisfied, if for any $0 \leqslant$ $b \leqslant(j-1) T_{k}$, there exists $t$ such that $(j-1) T_{k}<t \leqslant j T_{k}$, $\sum_{i=1}^{k}\left\lceil\frac{t-b}{T_{i}}\right\rceil C_{i} \leqslant(t-b)$.

Proof. We search backwards from $(j-1) T_{k}$ for the first time point $b$ such that the processor is not used by a task from $\tau_{1}$ to $\tau_{k}$ (either no task is running or a task from $\tau_{k+1}$ to $\tau_{m}$ is running) over interval ( $b-\epsilon, b$ ) where $\epsilon$ is arbitrarily small. If such a point cannot be found, then let $b=0$. It follows that the processor is totally occupied by $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ over $\left(b,(j-1) T_{k}\right)$ and there are no outstanding requests of $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ that start before $b$. The total amount of requested execution time from $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ during $(b, t)$ is at most $\sum_{i=1}^{k}\left\lceil\frac{t-b}{T_{i}}\right\rceil C_{i}$. The processor will continue to be occupied by $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ from $(j-1) T_{k}$ until their requests are satisfied. Since $(j-1) T_{k}<t \leqslant j T_{k}$ and $\sum_{i=1}^{k}\left\lceil\frac{t-b}{T_{i}}\right\rceil C_{i} \leqslant(t-b)$, there is enough time for $\tau_{k}$ to complete execution by $t$.

Liu and Layland [6] discovered a property, which became well known afterwards, about the static scheduling: the critical instant (the arriving time of a task that needs the maximal time to complete) of a task occurs when the task is requested simultaneously with requests of all higher priority tasks. Apart from its application in the schedulability theorem, it also provides the basis for the response time method studied by many researchers, for example, Joseph and Pandya [5]. However, the proof was informal in the form of illustrative diagrams and found to have flaws by Goossens [4].

In [3], we formally proved a similar result: under the static scheduler, if the timing requirement of a task's first instance is satisfied, then all instances of this task will be
satisfied. The proof in [3] was given in Duration Calculus [7], an interval temporal logic. For easy reference, we reformulate the proof using traditional mathematics and now the proof follows immediately from Lemma 2.

Theorem 4. For any task, the timing requirements of all its instances are satisfied under the static scheduler if and only if its first instance is satisfied.

Proof. The only if part is by the definition. We next show the if part. Consider any task $\tau_{k}$. Its first instance is satisfied, and therefore there exists time $0<t \leqslant T_{k}$ such that
$\sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \leqslant t$.
For any instance $j>0$, it follows from $0<t \leqslant T_{k}$ that for any $b \leqslant(j-1) T_{k}$ there exists $n>0$ such that $(j-1) T_{k}<$ $b+n t \leqslant j T_{k}$. Thus,

$$
\begin{aligned}
\sum_{i=1}^{k}\left\lceil\frac{(b+n t)-b}{T_{i}}\right\rceil C_{i} \leqslant & \sum_{i=1}^{k} n\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \\
& \left(\text { by }\left\lceil\frac{n t}{T_{i}}\right\rceil \leqslant n\left\lceil\frac{t}{T_{i}}\right\rceil\right) \\
& =n \sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \\
& \leqslant n t
\end{aligned}
$$

Therefore, by Lemma 2, the $j$-th instance of $\tau_{k}$ is satisfied.

This indicates that a set of tasks $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$ is schedulable if and only if for any $1 \leqslant k \leqslant m$ there exists $0<t \leqslant T_{k}$ such that (1) holds. In other words, a set of tasks is unschedulable if and only if there exists $1 \leqslant k \leqslant m$ such that for any $0<t \leqslant T_{k}, \sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i}>t$.

## 4. Rate monotonic scheduler

The RMS is a static scheduler where tasks with shorter periods have higher priorities. Recall we have the convention that priorities are in decreasing order, so for a set of tasks $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$ this implies $T_{1} \leqslant T_{2} \leqslant \cdots \leqslant T_{m}$. In this section, we discuss the RMS and shall not mention this any more.

We now come to establish the greatest lower bound of utilisation factors of all unschedulable task sets under the RMS.

Theorem 5. For the RMS, $v(m)=m\left(2^{1 / m}-1\right)$.
Although our starting point, and subsequently some proofs, are different from that of Liu and Layland [6], we use many ideas from their proofs. In particular, Liu and Layland suggested first consider the case that one period is at least half of any other period. We can express this formally by a predicate $H\left(T_{1}, \ldots, T_{m}\right)=\forall 1 \leqslant i, j \leqslant m .0<$
$T_{i} / T_{j}<2$. In the definitions below, assume $\Gamma=\left\{\left(C_{i}, T_{i}\right) \mid\right.$ $1 \leqslant i \leqslant m\}$. Let
$S_{2}=\left\{\Gamma \mid \operatorname{Unschedulable}(\Gamma) \wedge H\left(T_{1}, \ldots, T_{m}\right)\right\}$
and we shall prove that the bound over it has the same value as over the following set of tasks

$$
\begin{aligned}
S_{3}= & \left\{\Gamma \mid\left(\bigwedge_{i=1}^{m-1} C_{i}=T_{i+1}-T_{i}\right) \wedge\right. \\
& \left.C_{m}=2 T_{1}-T_{m} \wedge H\left(T_{1}, \ldots, T_{m}\right)\right\} .
\end{aligned}
$$

To fit in our framework, we introduce another set of tasks

$$
\begin{aligned}
S_{4}= & \left\{\Gamma \mid\left(\bigwedge_{i=1}^{m-1} C_{i}=T_{i+1}-T_{i}\right) \wedge\right. \\
& \left.C_{m}>2 T_{1}-T_{m} \wedge H\left(T_{1}, \ldots, T_{m}\right)\right\}
\end{aligned}
$$

and we shall prove

$$
\begin{aligned}
& \operatorname{glb}\left(u\left(S_{1}\right)\right)=\operatorname{glb}\left(u\left(S_{2}\right)\right) \\
&=\operatorname{glb}\left(u\left(S_{4}\right)\right) \\
&=\operatorname{glb}\left(u\left(S_{3}\right)\right)=m\left(2^{1 / m}-1\right) .
\end{aligned}
$$

Lemma 3. $\operatorname{glb}\left(u\left(S_{2}\right)\right) \leqslant \operatorname{glb}\left(u\left(S_{4}\right)\right)$.
Proof. We prove this by showing $S_{4} \subseteq S_{2}$, namely, any task set $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{4}$ is unschedulable. We shall prove that the $m$-th task will miss its deadline. Consider any $0<t \leqslant T_{m}$. For notational convenience, let $T_{0}=$ 0 , then there exists $0 \leqslant k<m, T_{k}<t \leqslant T_{k+1}$. It follows that

$$
\begin{aligned}
\sum_{i=1}^{m}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i}= & 2 C_{1}+\cdots+2 C_{k}+C_{k+1}+\cdots+C_{m-1}+C_{m} \\
= & 2\left(T_{2}-T_{1}\right)+\cdots+2\left(T_{k+1}-T_{k}\right) \\
& +T_{k+2}-T_{k+1}+\cdots+T_{m}-T_{m-1}+C_{m} \\
= & T_{k+1}+T_{m}-2 T_{1}+C_{m} \\
> & T_{k+1} \\
\geqslant & t
\end{aligned}
$$

This completes the proof of the lemma.

Lemma 4. $\operatorname{glb}\left(u\left(S_{2}\right)\right) \geqslant \operatorname{glb}\left(u\left(S_{4}\right)\right)$.

Proof. For any task set $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{2}$, we shall find another set of task $\left\{\left(C_{i}^{\prime}, T_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{4}$, $\sum_{i=1}^{m} \frac{C_{i}^{\prime}}{T_{i}^{\prime}} \leqslant \sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$. Suppose the $k$-th task misses its deadline. For $t=T_{1}, \ldots, T_{k}$, we have $\sum_{i=1}^{k}\left\lceil t / T_{i}\right\rceil C_{i}>t$. Since $T_{k}>T_{i}$ and $T_{k}<2 T_{i}$ for all $1 \leqslant i<k$, it follows immediately

$$
\begin{aligned}
& C_{1}+C_{2}+\cdots+C_{k-1}+C_{k}>T_{1} \\
& 2 C_{1}+C_{2}+\cdots+C_{k-1}+C_{k}>T_{2}
\end{aligned}
$$

$2 C_{1}+2 C_{2}+\cdots+2 C_{k-1}+C_{k}>T_{k}$
if $T_{1}, \ldots, T_{k}$ are mutually distinct. If the periods are not mutually distinct, these still hold. For example, if $T_{i}=T_{i+1}$ are the first two equal periods, then we have
$2 C_{1}+\cdots+2 C_{i-1}+C_{i}+\cdots+C_{k}>T_{i}$
therefore
$2 C_{1}+\cdots+2 C_{i}+C_{i+1} \cdots+C_{k}>T_{i}=T_{i+1}$.
It follows that there exist $\alpha_{i}>1, i=1 \ldots k$ such that
$C_{1}+C_{2}+\cdots+C_{k-1}+C_{k}=\alpha_{1} T_{1}$
$2 C_{1}+C_{2}+\cdots+C_{k-1}+C_{k}=\alpha_{2} T_{2}$
$2 C_{1}+2 C_{2}+\cdots+2 C_{k-1}+C_{k}=\alpha_{k} T_{k}$.
Thus,
$C_{1}=\alpha_{2} T_{2}-\alpha_{1} T_{1}$
$C_{k-1}=\alpha_{k} T_{k}-\alpha_{k-1} T_{k-1}$
$C_{k}=2 \alpha_{1} T_{1}-\alpha_{k} T_{k}$
Hence,

$$
\begin{aligned}
& \sum_{i=1}^{k} \frac{C_{i}}{T_{i}}-\left(\left(\sum_{i=1}^{k-1} \frac{T_{i+1}-T_{i}}{T_{i}}\right)+\frac{2 T_{1}-T_{k}}{T_{k}}\right) \\
&= \sum_{i=1}^{k-1}\left[\frac{\left(\alpha_{i+1}-1\right) T_{i+1}}{T_{i}}-\left(\alpha_{i}-1\right)\right] \\
&+\frac{\left(\alpha_{1}-1\right) 2 T_{1}}{T_{k}}-\left(\alpha_{k}-1\right) \\
&= \sum_{i=1}^{k-1}\left[\frac{\left(\alpha_{i+1}-1\right) T_{i+1}}{T_{i}}-\left(\alpha_{i+1}-1\right)\right] \\
&+\frac{\left(\alpha_{1}-1\right) 2 T_{1}}{T_{k}}-\left(\alpha_{1}-1\right) \\
&= \delta \quad(\text { denote by } \delta \text { for reference in the later }) \\
&>0 \quad\left(T_{i} \leqslant T_{i+1}, 2 T_{1}>T_{k}\right) .
\end{aligned}
$$

We can choose the following task set
$C_{1}^{\prime}=0$
$T_{1}^{\prime}=T_{1}$
$C_{m-k}^{\prime}=0$
$T_{m-k}^{\prime}=T_{1}$
$C_{m-k+1}^{\prime}=T_{2}-T_{1}$
$T_{m-k+1}^{\prime}=T_{1}$
$C_{m-k+2}^{\prime}=T_{3}-T_{2}$
$T_{m-k+2}^{\prime}=T_{2}$
:
$C_{m-1}^{\prime}=T_{k}-T_{k-1}$
$T_{m-1}^{\prime}=T_{k-1}$
$C_{m}^{\prime}=2 T_{1}-T_{k}+\varepsilon$
$T_{m}^{\prime}=T_{k}$,
where $0<\varepsilon / T_{k}<\delta$.
Obviously, the task set is an element of $S_{4}$. Moreover, $\sum_{i=1}^{m} \frac{C_{i}^{\prime}}{T_{i}^{\prime}} \leqslant \sum_{i=1}^{k} \frac{C_{i}}{T_{i}} \leqslant \sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$.

Lemma 5. $\operatorname{glb}\left(u\left(S_{1}\right)\right)=\operatorname{glb}\left(u\left(S_{2}\right)\right)$.
Proof. Since $S_{1} \supseteq S_{2}$, $\operatorname{glb}\left(u\left(S_{1}\right)\right) \leqslant \operatorname{glb}\left(u\left(S_{2}\right)\right)$ follows immediately.

Therefore, we only need to prove $\operatorname{glb}\left(u\left(S_{1}\right)\right) \geqslant$ $\operatorname{glb}\left(u\left(S_{2}\right)\right)$. For any task set $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{1}$, we shall find another set of tasks $\left\{\left(C_{i}^{\prime}, T_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{2}$, $\sum_{i=1}^{m} \frac{C_{i}^{\prime}}{T_{i}^{\prime}} \leqslant \sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$. Assume the $k$-th task misses it deadline. Therefore
$\forall 0<t \leqslant T_{k} \cdot \sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i}>t$.
Let $Q_{i}=\left\lfloor\frac{T_{k}}{T_{i}}\right\rfloor$ and $T_{i}^{\prime}=Q_{i} T_{i}$ for $1 \leqslant i \leqslant k$. It is easy to prove the following:
I. $Q_{i} \geqslant 1$ for any $1 \leqslant i \leqslant k$;
II. $T_{i}^{\prime} \leqslant T_{k}$ for any $1 \leqslant i<k$;
III. $T_{k}^{\prime}=T_{k}$;
IV. $\left\lceil\frac{T_{k}}{T_{i}}\right\rceil \leqslant Q_{i}+1$ for any $1 \leqslant i \leqslant k$;
V. $0<\frac{T_{i}^{\prime}}{T_{j}^{\prime}}<2$ for any $1 \leqslant i, j \leqslant k$.

Let $C_{i}^{\prime}=C_{i}$ for $i=1, \ldots, k-1$ and $C_{k}^{\prime}=C_{k}+\sum_{i=1}^{k-1}\left(Q_{i}-\right.$ 1) $C_{i}$. Let us sort $T_{1}^{\prime}, T_{2}^{\prime}, \ldots, T_{k}^{\prime}$ in increasing order, or in other words, decreasing order of priorities. Suppose $U_{1}, U_{2}, \ldots, U_{k-1}$ is a permutation of $\{1,2, \ldots, k-1\}$ and $T_{U_{1}}^{\prime} \leqslant T_{U_{2}}^{\prime} \leqslant \cdots \leqslant T_{U_{k-1}}^{\prime}$. Since $T_{k}=T_{k}^{\prime}$, we can let $U_{k}=k$. For convenience, let $T_{U_{0}}^{\prime}=0$. We next show execution time requirement of task $\left(C_{U_{k}}^{\prime}, T_{U_{k}}^{\prime}\right)$ cannot be satisfied. For any $0<t \leqslant T_{U_{k}}^{\prime}$, there exists $0 \leqslant j<k$ such that $T_{U_{j}}^{\prime}<t \leqslant$ $T_{U_{j+1}}^{\prime}$. It follows

$$
\begin{align*}
& Q_{U_{j}} T_{U_{j}}<t \leqslant Q_{U_{j+1}} T_{U_{j+1}} \leqslant Q_{U_{i}} T_{U_{i}} \\
& \quad \text { for } i=j+1, \ldots, k-1 \tag{3}
\end{align*}
$$

Moreover, we have

$$
\begin{aligned}
\sum_{i=1}^{k}\left[\frac{t}{T_{U_{i}}^{\prime}}\right] C_{U_{i}}^{\prime}= & \sum_{i=1}^{k}\left[\frac{T_{U_{j+1}}^{\prime}}{T_{U_{i}}^{\prime}}\right] C_{U_{i}}^{\prime} \quad(\text { by } \mathrm{V}) \\
= & \sum_{i=1}^{j} 2 C_{U_{i}}^{\prime}+\sum_{i=j+1}^{k} C_{U_{i}}^{\prime} \quad \text { (by V and } \\
& \left.T_{U_{1}}^{\prime} \leqslant \cdots \leqslant T_{U_{j}}^{\prime}<T_{U_{j+1}}^{\prime} \leqslant \cdots \leqslant T_{U_{k}}^{\prime}\right) \\
= & \sum_{i=1}^{j}\left(Q_{U_{i}}+1\right) C_{U_{i}}+\sum_{i=j+1}^{k-1} Q_{U_{i}} C_{U_{i}}+C_{k}
\end{aligned}
$$

(by the definition)

$$
\geqslant \sum_{i=1}^{k-1}\left[\frac{t}{T_{U_{i}}}\right] C_{U_{i}}+C_{k}
$$

(by IV and (3))

$$
=\sum_{i=1}^{k}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i}
$$

$$
>t \quad(\text { by }(2))
$$

Therefore $\left\{\left(C_{i}^{\prime}, T_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant k\right\}$ is unschedulable. We can add $m-k$ tasks with $C_{k+1}^{\prime}=C_{k+2}^{\prime}=\cdots=C_{m}^{\prime}=0$ and $T_{k+1}^{\prime}=T_{k+2}^{\prime}=\cdots=T_{m}^{\prime}=T_{k}^{\prime}$. The task set $\left\{\left(C_{i}^{\prime}, T_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant\right.$ $m\}$ is still unschedulable and together with $0<T_{i}^{\prime} / T_{j}^{\prime}<2$ for any $1 \leqslant i, j \leqslant k$, we now know $\left\{\left(C_{i}^{\prime}, T_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant m\right\} \in$ $S_{2}$. On the other hand, it is easy to prove

$$
\begin{aligned}
\sum_{i=1}^{m} \frac{C_{i}^{\prime}}{T_{i}^{\prime}} & =\sum_{i=1}^{k} \frac{C_{i}^{\prime}}{T_{i}^{\prime}} \\
& =\sum_{i=1}^{k} \frac{C_{i}}{T_{i}}+\sum_{i=1}^{k-1} C_{i}\left(Q_{i}-1\right)\left(\frac{1}{T_{k}}-\frac{1}{T_{i}^{\prime}}\right) \\
& \leqslant \sum_{i=1}^{k} \frac{C_{i}}{T_{i}} \\
& \leqslant \sum_{i=1}^{m} \frac{C_{i}}{T_{i}} .
\end{aligned}
$$

Lemma 6. $\operatorname{glb}\left(u\left(S_{3}\right)\right)=\operatorname{glb}\left(u\left(S_{4}\right)\right)$
Proof. It is obvious that $\operatorname{glb}\left(u\left(S_{3}\right)\right) \leqslant \operatorname{glb}\left(u\left(S_{4}\right)\right)$. We next prove $\operatorname{glb}\left(u\left(S_{3}\right)\right) \geqslant \operatorname{glb}\left(u\left(S_{4}\right)\right)$ by contradiction. Suppose $\operatorname{glb}\left(u\left(S_{3}\right)\right)<\operatorname{glb}\left(u\left(S_{4}\right)\right)$, then there exists a task set $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\} \in S_{3}$ such that $\sum_{i=1}^{m} \frac{C_{i}}{T_{i}}<\operatorname{glb}\left(u\left(S_{4}\right)\right)$. We can increase $C_{m}$ by a small amount $\epsilon>0$, such that the utilisation factor of the new task set is still less than $\operatorname{glb}\left(u\left(S_{4}\right)\right)$. However, the new task set belongs to $S_{4}$, hence a contradiction.

Now we are ready to calculate the greatest lower bound. The calculation in Liu and Layland's paper [6] is complicated and missing steps. In the following, a straightforward proof using only elementary mathematics is given.

Lemma 7. $\operatorname{glb}\left(u\left(S_{3}\right)\right)=m\left(2^{1 / m}-1\right)$.

Proof. For $i=1 \ldots m-1, \frac{C_{i}}{T_{i}}=\frac{T_{i+1}}{T_{i}}-1$, and $\frac{C_{m}}{T_{m}}=\frac{2 T_{1}}{T_{m}}-1$. It follows that
$\sum_{i=1}^{m} \frac{C_{i}}{T_{i}}=\left(\sum_{i=1}^{m-1} \frac{T_{i+1}}{T_{i}}\right)+\frac{2 T_{1}}{T_{m}}-m$.
The following is a simple property for positive reals, that is the arithmetic mean of $n$ positive reals is greater than or equal to their geometric mean,
$\frac{x_{1}+x_{2}+\cdots+x_{m}}{m} \geqslant\left(x_{1} x_{2} \cdots x_{m}\right)^{\frac{1}{m}}$
and the equality holds when $x_{1}=x_{2}=\cdots=x_{m}$. Therefore, the greatest lower bound of
$\frac{\left(\sum_{i=1}^{m-1} \frac{T_{i+1}}{T_{i}}\right)+\frac{2 T_{1}}{T_{m}}}{m}$
is equal to

$$
\left(\left(\frac{T_{2}}{T_{1}}\right)\left(\frac{T_{3}}{T_{2}}\right) \cdots\left(\frac{T_{m}}{T_{m-1}}\right)\left(\frac{2 T_{1}}{T_{m}}\right)\right)^{\frac{1}{m}}=2^{\frac{1}{m}}
$$

Hence, the greatest lower bound of $\sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$ is $m\left(2^{\frac{1}{m}}-1\right)$, when $C_{i} s$ and $T_{i} s$ are non-negative reals. It is easy to prove that the greatest lower bound of $\sum_{i=1}^{m} \frac{C_{i}}{T_{i}}$ is still $m\left(2^{\frac{1}{m}}-1\right)$ when $C_{i} \mathrm{~s}$ and $T_{i} \mathrm{~s}$ are non-negative rationals.

Theorem 5 follows from Lemmas 2 to 7.

## 5. Discussions

It is actually not by chance that the bound calculated from the sets of unschedulable tasks is the same as that from using full utilisation. Given the formal characterisation developed early for a set of tasks to be unschedulable under the static scheduler, it is easy to see that a set of tasks $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$ that is at or above the border line (that is, any increase of the execution time for any task will cause the new task set to be unschedulable and these also include task sets that are already unschedulable) is characterised by the following condition:
for any $0<t \leqslant T_{m}, \quad \sum_{i=1}^{m}\left\lceil\frac{t}{T_{i}}\right\rceil C_{i} \geqslant t$.
Therefore formally, a set of tasks $\left\{\left(C_{i}, T_{i}\right) \mid 1 \leqslant i \leqslant m\right\}$ fully utilises the processor if

1) the task set is schedulable, characterised by condition (1) and
2) condition (4).

Let
$S_{0}=\{\Gamma \mid \Gamma$ is a set of $m$ tasks that fully utilises the processor\}.

$$
\begin{aligned}
S_{5}= & \{\Gamma \mid \Gamma \text { is a set of } m \text { tasks that satisfies } \\
& \text { condition (4) }\} .
\end{aligned}
$$

$S_{6}=\{\Gamma \mid \Gamma$ is a set of $m$ tasks that is schedulable $\}$.
Obviously, $S_{0}=S_{5} \cap S_{6}$. Let $l(m)=\operatorname{glb}\left(u\left(S_{0}\right)\right)$ and $w(m)=$ $\operatorname{glb}\left(u\left(S_{5}\right)\right)$. We can prove
$l(m)=w(m)=v(m)$.
This shows Liu and Layland's results are indeed correct. However, as we observed, conceptually the bound over the set of unschedulable tasks is more appropriate and also technically simpler.

Another contribution of this paper is that our proofs are rigorous by common standard in mathematics. In particular, we have developed a formal characterisation for a set of tasks to be schedulable, hence also unschedulable, under the static scheduler, and along the way, a formal characterisation for full utilisation. When we reason whether a set of tasks is schedulable or unschedulable, we check against the formal characterisation.
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