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Abstract. Continuous Stochastic Logic (CSL) can be interpreted over continuous-

time Markov decision processes (CTMDPs) to specify quantitative properties of

stochastic systems that allow some external control. Model checking CSL formulae

over CTMDPs requires then the computation of optimal control strategies to prove

or disprove a formula. The paper presents a conservative extension of CSL over

CTMDPs—with rewards—and exploits established results for CTMDPs for model

checking CSL. A new numerical approach based on uniformization is devised to

compute time bounded reachability results for time dependent control strategies.

Experimental evidence is given showing the efficiency of the approach.

1 Introduction

Model checking of continuous-time Markov chains (CTMCs) is a well established ap-

proach to prove or disprove quantitative properties for a wide variety of systems [1, 2].

If the system can be controlled by some external entity, then continuous-time Markov

decision processes (CTMDPs) [3, 4] rather than CTMCs are the natural extension to be

used for modeling, possibly enriched with rewards.

In this paper we formulate the model checking problem of the logic CSL—with

reward extensions—in terms of decision problems in CTMDPs. The most challenging

model checking subproblem for this logic is to compute the minimum/maximum reward

with which a CSL formula holds. The problem contains as a specific case the problem

of computing the time or time-interval bounded reachability probability in CTMDPs, a

problem that has received considerable attention recently [5–10].

We introduce a numerical algorithm based on uniformization to compute, and ap-

proximate, the minimum/maximum gain vector per state (can be interpreted as rewards

and/or costs) for a finite interval [0, T ] that is the key for model checking CSL formulae.

The method we present is an adaption and extension of a recent algorithm [11] to com-

pute the accumulated reward in a CTMDP over a finite interval. It works in a backward

manner by starting with some initial gain vector gT at time t = T , then it determines the

optimal decision at t, and then assumes that the optimal decision is deterministic for a

small interval (t′, t]. The gain vector can then be computed for the whole interval. After-

wards, the optimal action at t′ is determined, and the procedure is repeated until we arrive

at t = 0. The correctness follows from the celebrated result by Miller [12] showing that

an optimal policy exists, and only a finite number of switches of the actions is needed for

describing it. It returns a control strategy that maximizes or minimizes a reward measure

over a finite or an infinite time horizon.

If reward values are zero, and we have the appropriate initial value for the gain vec-

tor gT , the problem can be exploited to arrive at an uniformization based approach for



the computation of time bounded reachability probabilities within time T . It can easily

be generalized to the maximal reachability for a finite interval [t0, T ], which is the key

element of checking the probabilistic operator in CSL. Moreover, by computing the gain

vector between [t0, T ] with t0 > 0, and followed by a probabilistic reachability analysis

for the interval [0, t0], we are able to compute the minimum/maximum gain vector for

[t0, T ]: this gives us then a complete CSL model checking algorithm for CTMDPs.

Contribution. This paper provides a full CSL model checking algorithm for CTMDPs

with rewards. We show that the problem, for both probabilistic operator and various

reward properties, can be reduced to the computation of accumulated rewards within

time T , which allows us to exploit a deep insight by Miller [12]. This then provides both

theoretical and practical insights: (i) on the theoretical side, we have that all maximal (or

minimal) values arising in model checking can be obtained by finite memory policies, (ii)

on the practical side, we exploit recent algorithmic advances [11] to arrive at an efficient

approximation algorithm—providing upper and lower bounds—based on the well known

notion of uniformization. We also provide experimental evidence showing the efficiency

of the new numerical approach. The improvements over the state-of-the-art are dramatic,

and resemble the milestones in approximate CTMC model checking research, which was

initially resorting to discretization [13], but got effective—and mainstream technology—

only through the use of uniformization [2].

Organization of the paper. Section 2 provides the basic definitions. Section 3 in-

troduces the logic CSL and shows how CSL formulae can be interpreted in terms of

minimal/maximal rewards gained in CTMDPs. Afterwards, in Section 4, the basic model

checking approach is presented. The key step of model checking is the computation of an

appropriate gain vector. Section 5 introduces a new algorithm based on uniformization

to compute the gain vector. Then the performance of the new model checking algorithm

is evaluated by means of some examples in Section 6. Section 7 discusses related work,

and the paper is concluded in Section 8.

2 Basic Definitions

In this section we define CTMDPs as our basic model class and formulate the general

problem of computing maximal/minimal instantaneous and accumulated rewards. The

following notations are mainly taken from [12] and are used similarly in [11].

Definition 1 (CTMDP). A continuous-time Markov decision process (CTMDP) is a tu-

ple C = (S,D,Qd) where

–S = {1, . . . , n} is a finite set of states,

–D =×n

s=1
Ds where Ds is a finite set of decisions that can be taken in state s ∈ S ,

–Qd is an n×n generator matrix of a continuous-time Markov chain for each decision

vector d of length n with d(s) ∈ Ds.

A CTMDP with reward is a pair (C, r) where C is a CTMDP and r is a nonnegative

(column) reward vector of length n.

Sometimes we additionally define the initial distribution p0 of a CTMDP, which is a row

vector of length n that defines a probability distribution over the set of states S .

We consider a time interval [0, T ] with T > 0. Let Ω denote the set of all (right

continuous) step functions on [0, T ] into S , and let F denote the σ-algebra [12] of the

sets in the space Ω generated by the sets {ω ∈ Ω | ω(t) = s} for all t ≤ T and s ∈ S .



The notation d ∈ D, or the variant with an index, is used for decision vectors. A

policy π (also known as scheduler or adversary) is a mapping from [0, T ] into D, and

dt is the corresponding decision vector at time t ∈ [0, T ], i.e., dt(s) is the decision

taken if the system is in state s at time t. We require that π is a measurable function

where measurable means Lebesgue measurable [12, 14]. For a measurable policy π, the

CTMDP with initial distribution p0 induces the probability space (Ω,F , Pπ
p0
). If we

have an initial state s (i.e. p0(s) = 1), we write Pπ
s instead of Pπ

p0
.

Let M be the set of all measurable policies on [0, T ]. A policy π is piecewise constant

if there exist some m < ∞ and 0 = t0 < t1 < t2 < . . . < tm−1 < tm = T < ∞ such

that dt = dt′ for t, t′ ∈ (tk, tk+1] (0 ≤ k < m). The policy is stationary if m = 1.

For a given policy π ∈ M, define a matrix Vπ
t,u with 0 ≤ t ≤ u ≤ T by the

following differential equations:

d

du
Vπ

t,u = Vπ
t,uQ

du (1)

with the initial condition Vπ
t,t = I. Element (i, j) of this matrix contains the probability

that the CTMDP under policy π is in state j at time u when it has been in state i at time

t [12]. We use the notation Vπ
t for Vπ

0,t. Knowing the initial distribution p0 at time 0,

the distribution at time t equals pπ
t = p0V

π
t with 0 ≤ t ≤ T .

Let (C, r) be a CTMDP with reward, and G ⊆ S a set of states of our interests.

Define as r|G the vector which results from assigning zero rewards to non-G states,

namely r|G(s) = r(s) if s ∈ G and 0 otherwise. For t ≤ T , let gπ
t,T |G be a column

vector of length n defined by:

gπ
t,T |G = Vπ

t,TgT +

∫ T

t

Vπ
τ,T r|G dτ (2)

where gT is the initial gain vector at time T , independent of the policies. The second part

is the accumulated gain vector through G-states between [t, T ]. Intuitively, it contains in

position s ∈ S the expected reward accumulated until time T , if the CTMDP is at time

t in state s and policy π is chosen. In most of the cases, T is fixed and clear from the

context, then we skip it and write gπ
t |G instead. Moreover, |G will also be skipped in

case G = S . As we will see later, gT will be initialized differently for different model

checking problems but is independent of π. For a given initial vector p0 the expected

reward under policy π equals p0g
π
0 .

3 Continuous Stochastic Logic

To specify quantitative properties we use a conservative extension of the logic Contin-

uous Stochastic Logic (CSL) introduced in [1, 2], here interpreted over CTMDPs. We

relate the model checking of CSL formulae to the computation of minimal/maximal gain

vectors in CTMDPs.

3.1 CSL

Let I, J be non-empty closed intervals on R≥0 with rational bounds. The syntax of the

CSL formulae is defined as follows:

Φ := a | ¬Φ | Φ ∧ Φ | PJ(Φ U
I Φ) | SJ(Φ) | I

t
J
(Φ) | CI

J
(Φ)



where a ∈ AP , and t ≥ 0. We use Φ, Ψ for CSL formulae, and use the abbreviations

true = a ∨ ¬a, ♦I(Φ) = true U
I Φ, and C

≤t
J
(Φ) for C

[0,t]
J

(Φ). We refer to Φ U
I Ψ as a

(CSL) path formula.

Except for the rightmost two operators, this logic agrees with CSL on CTMCs [2].

It should however be noted that SJ(Φ) refers to the long-run average reward gained in

Φ-states, which coincides with the CTMC interpretation of CSL for a reward structure

of constant 1. The rightmost two operators are inspired by the discussion in [15]. It
J
(Φ)

specifies that the instantaneous reward at time t in Φ-states is in the interval J. CI

J
(Φ) in

turn accumulates (that is, integrates) the instantaneous reward gained over the interval I

and specifies it to be in J. 1

The semantics of CSL formulae are interpreted over the states of the given reward

CTMDP (C, r). Formally, the pair (s, Φ) belongs to the relation |=(C,r), denoted by

s |=(C,r) Φ, if and only if Φ is true at s. The index is omitted whenever clear from the

context. We need to introduce some additional notation. For state s, let αs be the Dirac

distribution with αs(s) = 1 and 0 otherwise. For a formula Φ, let Sat(Φ) denote the set

of states satisfying Φ, moreover, we let r|Φ denote r|Sat(Φ). The relation |= is defined as

follows:

– Probabilistic Operator: s |= PJ(Φ U
I Ψ) iff for all policies π, it holds:

Pπ
s ({ω ∈ Ω | ω |= Φ U

I Ψ}) ∈ J

where ω |= Φ U
I Ψ iff ∃t ∈ I. ω(t) |= Ψ ∧ ∀0 ≤ t′ < t. ω(t′) |= Φ.

– Instantaneous reward: s |= I
t
J
(Φ) iff it holds that pπ

t · r|Φ ∈ J for all policies π,

where pπ
t = αsV

π
t is the distribution at time t under π, starting with state s.

– Cumulative reward: s |= C
[t,T ]
J

(Φ) iff it holds that (αsV
π
t ) · g

π
t,T |Sat(Φ) ∈ J for all

policies π, where gπ
t,T |Sat(Φ) is the gain vector under π as defined in Eqn. (2), with

terminal condition gT = 0.

– Long-run average reward: s |= SJ(Φ) iff it holds that limT→∞
1
T
· (αs · g

π
0,T |Φ) ∈ J

for all policies π. This is the average reward gained in an interval with a length going

to infinity. In case r(s) = 1 for all s ∈ S , we refer to S also as the steady state

probability operator.

The reward CTMDP satisfies a formula if the initial state does. A few remarks are

in order. To simplify the presentation we have skipped the probabilistic next state opera-

tor PJ(X
I Φ). Recently, the policy classes depending on the whole history, including the

complete sequence of visited states, action, sojourn time, has been considered for CT-

MDPs. This seemingly more powerful class of policies is known to be as powerful as the

piecewise constant policies considered in this paper, as shown in [8, 9].

3.2 Optimal Values and Policies

Our semantics is based on resolving the nondeterministic choices by policies. Obviously,

checking probabilistic and reward properties amounts to computing, or approximating,

the corresponding optimal values. For the probabilistic operator PJ(Φ U
I Ψ), we define

Pmax

s (Φ U
I Ψ) := sup

π∈M

Pπ
s (Φ U

I Ψ), Pmin

s (Φ U
I Ψ) := inf

π∈M
Pπ
s (Φ U

I Ψ)

1 For readers familiar with the PRISM tool notation, RJ[C
≤t] corresponds to C

≤t

J
(true), RJ[I

=t]
to I

t

J(true), and RJ[S] to SJ(true), respectively, for CTMCs with rewards.



as the maximal (and minimal) probability of reaching a Ψ -state along Φ-states. Then,

s |= PJ(Φ U
I Ψ) iff Pmax

s (Φ U
I Ψ) ≤ sup J and Pmin

s (Φ U
I Ψ) ≥ inf J. In case the

condition is true, i.e., Φ = true, we refer to it simply as reachability probability.

The defined extreme probabilities Pmax
s and Pmin

s are also referred to as the optimal

values. A policy π is called optimal, with respect to PJ(Φ U
I Ψ), if it achieves the optimal

values, i.e., if Pπ
s (Φ U

I Ψ) = Pmax
s (Φ U

I Ψ) or Pπ
s (Φ U

I Ψ) = Pmin
s (Φ U

I Ψ).
The optimal values and policies are also defined for reward properties in a similar

way. Briefly, we define:

–Rmax
s (It Φ) = supπ∈M(pπ

t · r|Φ) for instantaneous reward,

–Rmax
s (C[t,T ] Φ) = supπ∈M((αsV

π
t ) · g

π
t,T |Sat(Φ)) for cumulative reward, and

–Rmax
s (SΦ) = supπ∈M

(

limT→∞
1
T

(

αs · g
π
0,T |Sat(Φ)

))

for long-run average re-

ward.

For the long-run average reward the optimal policy is stationary, which can be computed

using a dynamic programming algorithm for average rewards as for example presented

in [4]. The optimal policies achieving the supremum (or infimum) for instantaneous and

cumulative rewards are piecewise constant, which will become clear in the next section.

4 Model Checking Algorithm

Given a CTMDP (C, r) with reward, a state s, and a CSL formula Φ, the model check-

ing problem asks whether s |= Φ holds. In this section we present a model checking

approach where the basic step consists in characterizing the gain vector for the computa-

tion of Rmax
s (CI Φ), Pmax

s (ΦU
I Ψ), and Rmax

s (It Φ) (Of course, the same holds for the

minimal gain vector, which is skipped). The corresponding numerical algorithms shall

be presented in the next section.

4.1 Optimal Gain Vector for Rmax
s (CI true)

Our goal is to obtain the vector g∗
0 that corresponds to the maximal gain that can be

achieved by choosing an optimal policy in [0, T ]. Stated differently, for a given p0, we

aim to find a policy π∗ which maximizes the gain vector in the interval [0, T ] in all

elements. It can be shown [12] that this policy is independent of the initial probability

vector and we need to find π∗ such that

π∗ = arg max
π∈M

(

Vπ
TgT +

∫ T

0

Vπ
t r dt in all elements

)

. (3)

Moreover, the maximal gain vector is denoted by g∗
0 := gπ∗

0 , with |G omitted as G = S .

The problem of maximizing the accumulated reward of a finite CTMDP in a finite

interval [0, T ] has been analyzed for a long time. The basic result can be found in [12]

and is more than 40 years old. Further results and extensions can be found in [14]. The

paper of Miller [12] introduces the computation of a policy π∗ which maximizes the

accumulated reward in [0, T ]. The following theorem summarizes the main results of

[12], adapted to our setting with a non-zero terminal gain vector gT :

Theorem 1 (Theorem 1 and 6 of [12]). Let (C, r) be a CTMDP with reward, T > 0, and

let gT be the terminal condition of the gain vector. A policy is optimal if it maximizes for

almost all t ∈ [0, T ]



max
π∈M

(

Qdtgπ
t + r

)

where −
d

dt
gπ
t = Qdtgπ

t + r . (4)

There exists a piecewise constant policy π ∈ M that maximizes the equations.

In [12], the terminal condition gT is fixed to the zero vector which is sufficient for the

problem considered there. The corresponding proofs can be adapted in a straightforward

way for the non-zero gT . We will see later that a non-zero terminal condition allows us to

treat various reachability probabilities as they occur in model checking problems. Recall

the vector gπ
t describes the gain at time t, i.e., gπ

t (s) equals the expected reward gained

at time T if the CTMDP is in state s at time t and policy π is applied in the interval [t, T ].
Miller presents a constructive proof of Theorem 1 which defines the following sets for

some measurable policy π ∈ M with gain vector gπ
t at time t.

F1(g
π
t ) =

{

d ∈ D | d maximizes q
(1)
d

}

,

F2(g
π
t ) =

{

d ∈ F1(gt) | d maximizes − q
(2)
d

}

,

. . .

Fj(g
π
t ) =

{

d ∈ Fj−1(gt) | d maximizes (−1)j−1q
(j)
d

}

where

q
(1)
d = Qdgπ

t + r , q
(j)
d = Qdq(j−1) and

q(j−1) = q
(j−1)
d for any d ∈ Fj−1(j = 2, 3, . . .)

The following theorem results from [12, Lemma 3 and 4].

Theorem 2. If d ∈ Fn+1(g
π
t ) then d ∈ Fn+k(g

π
t ) for all k > 1.

Let π be a measurable policy in (t′, T ] and assume that d ∈ Fn+1(g
π
t ) for t′ < t <

T , then exists some ε (0 < ε ≤ t− t′) such that d ∈ Fn+1(g
π
t′′) for all t′′ ∈ [t− ε, t].

We define a selection procedure that selects the lexicographically largest vector d

from Fn+1 which implies that we define some lexicographical ordering on the vectors

d. Then, the algorithm can be defined to get the optimal value with respect to cumulative

reward (see [12]), which is presented in Algorithm 1. Let g∗
t0

denote the gain vector at

t = t0 ≥ 0 and π∗ the piecewise constant policy resulting from OPTIMAL(C, r, t0, T,0)
of the above algorithm. For the case t0 = 0, the optimal gain for a given initial state s
equals then αsg

∗
0 . According to the Bellman equations [4] the restriction of the policy

π∗ to the interval (t, T ] (0 < t < T ) results in an optimal policy with gain vector g∗
t .

Observe that Algorithm 1 is not implementable as it is described here, since step 4. cannot

be effectively computed. We shall present algorithms to approximate or compute bounds

for the optimal gain vector in Section 5.

4.2 Cumulative Reward Rmax
s (C≤t Φ)

For computing Rmax
s (C≤t Φ), we have the terminal gain vector gT = 0. Let g∗

0 de-

note the gain vector at t = 0 and π∗ the piecewise constant policy resulting from

OPTIMAL(C, r|Φ, 0, T,0) of the above algorithm. The optimal cumulative reward for

a given initial state s equals then Rmax
s (C≤t Φ) = αsg

∗
0 .



Algorithm 1 OPTIMAL(C, r, t0, T,gT ): Deciding optimal value and policy.

1. Set t′ = T ;

2. Select dt′ using gt′ from Fn+1(gt′) as described ;

3. Obtain gt for 0 ≤ t ≤ t′ by solving

−
d

dt
gt = r+Qd

t′gt

with terminal condition gt′ ;

4. Set t′′ = inf{t : dt satisfies the selection procedure in (t′′, t′]} ;

5. If t′′ > t0 go to 2. with t′ = t′′. Otherwise, terminate and return the gain vector g∗
t0

at t = t0 and the resulting piecewise constant policy π∗ ;

4.3 Probabilistic Operator Pmax
s (Φ U

I Ψ)

Let (C,0) be a CTMDP with zero rewards, T > 0. We consider the computation of

Pmax
s (Φ U

I Ψ), which will be discussed below.

Intervals of the Form I = [0, T ]. In this case, as for CTMCs [2], once a state satisfying

¬Φ∨Ψ has been reached, the future behaviors becomes irrelevant. Thus, these states can

be made absorbing by removing all outgoing transitions, without altering the reachability

probability. Let Sat(Φ) denote the set of states satisfying Φ. Applying Theorem 1 for

zero-rewards r = 0, with a terminal gain vector gT , we get directly:

Corollary 1. Let Φ U
[0,T ] Ψ be a CSL path formula with T > 0. Let (C,0) be a CTMDP

with zero rewards such that Sat(¬Φ ∨ Ψ) states are absorbing. Moreover, let gT be the

terminal gain vector with gT (s) = 1 if s ∈ Sat(Ψ) and 0 otherwise. A policy is optimal

(w.r.t. Pmax
s (Φ U

[0,T ] Ψ)) if it maximizes for almost all t ∈ [0, T ],

max
π∈M

(

Qdtgπ
t

)

where −
d

dt
gπ
t = Qdtgπ

t . (5)

There exists a piecewise constant policy π ∈ M that maximizes the equations.

The following lemma shows that the optimal gain vector obtained by the above corol-

lary can be used directly to obtain the maximal reachability probability:

Lemma 1. Let gT be the terminal gain vector with gT (s) = 1 if s ∈ Sat(Ψ) and 0
otherwise. Assume the procedure OPTIMAL(C,0, 0, T,gT ) returns the optimal policy π∗

and the corresponding optimal gain vector g∗
0 . Then, it holds Pmax

s (Φ U
[0,T ] Ψ) = αsg

∗
0 .

Proof. Since r = 0, Eqn. (3) reduces to π∗ = argmaxπ∈M (Vπ
Tg

π
T in all elements).

By definition, it is g∗
0 = Vπ∗

T gT , which is maximal in all elements. Moreover, since

Sat(¬Φ ∨ Ψ)-states are absorbing, the maximal transient probability is the same as the

maximal time bounded reachability. Thus, g∗
0(s) is the maximal probability of reaching

Sat(Ψ) within T , along Sat(Φ)-states from s, as g∗
0 is maximal in all elements. Thus,

Pmax
s (Φ U

I Ψ) = αsg
∗
0 . ⊓⊔



Intervals of the form I = [t0, T ] with t0 > 0 and T ≥ t0. Let us review the problem

of computing an optimal gain vector of a finite CTMDP in a finite interval [0, T ] from a

new angle. Assume that an optimal policy is known for [t0, T ] and a[t0,T ] is the optimal

gain vector at t0, then the problem is reduced to finding an extension of the policy in

[0, t0) which means to solve the following maximization problem:

g∗
0 = max

π∈M

(

Vπ
t0
a[t0,T ]

)

. (6)

The problem can be easily transferred in the problem of computing the reachability prob-

ability for some interval [t0, T ], after a modification of the CTMDP. Essentially, a two

step approach has to be taken. As we have seen in Algorithm 1, the optimal policy to

maximize the reward is computed in a backwards manner. First the optimal policy is com-

puted for the interval [t0, T ] with respect to the maximal probability Pmax
s (Φ U

[0,T−t0] Ψ),
using the CTMDP where states from Sat(¬Φ ∨ Ψ) are made absorbing. This policy de-

fines the vector a[t0,T ] = gt0 : this is adapted appropriately—by setting the element to 0
for states satisfying ¬Φ—which is then used as terminal condition to extend the optimal

policy to [0, t0) on the original CTMDP.

Let C[Φ] denote the CTMDP with states in Sat(Φ) made absorbing, and let Q[Φ] de-

note the corresponding modified Q-matrix in C[Φ]. The following corollary summarizes

Theorem 1 when it is adopted to the interval bounded reachability probability.

Corollary 2. Let (C,0) be a CTMDP with zero rewards r = 0, t0 > 0 and T ≥ t0. Let

Φ U
[t0,T ] Ψ be a path formula, and gT be the terminal gain vector with gT (s) = 1 if

s ∈ Sat(Ψ) and 0 otherwise. A policy is optimal (w.r.t. Pmax
s (Φ U

[t0,T ] Ψ)) if it

– maximizes for almost all t ∈ [t0, T ]

max
π∈M

(

Qdt

1 gπ
t

)

where −
d

dt
gπ
t = Qdt

1 gπ
t . (7)

with Q1 := Q[¬Φ ∨ Ψ ] and initial condition at T given by gT . Note that the vector

g∗
t0

is uniquely determined by the above equation.

– maximizes for almost all t ∈ [0, t0]:

max
π∈M

(

Qdt

2 gπ
t

)

where −
d

dt
gπ
t = Qdt

2 gπ
t

with Q2 := Q[¬Φ], and initial condition at t0 given by g′ defined by: g′(s) = g∗
t0
(s)

if s |= Φ, and 0 otherwise.

There exists a piecewise constant policy π ∈ M that maximizes the equations.

Notice that the corollary holds for the special case Φ = true and t0 = T , what

we get is also called the maximal transient probability of being at Sat(Ψ) at exact time

T , namely Vπ
T with terminal condition gT . Now we can achieve the maximal interval

bounded reachability probability:

Lemma 2. Let gT be as defined in Corollary 2. Assume the procedure OPTIMAL(C[¬Φ∨
Ψ ],0, t0, T,gT ) returns the optimal policy π∗

t0
and the corresponding optimal gain vector

g∗
t0

. Let g′ be defined by g′(s) = g∗
t0
(s) if s |= Φ, and 0 otherwise.



Assume the procedure OPTIMAL(C[¬Φ],0, 0, t0,g
′) returns the optimal policy π∗

(extending the policy π∗
t0

) and the corresponding optimal gain vector g∗
0 . Then, it holds

Pmax
s (Φ U

[t0,T ] Ψ) = αsg
∗
0 .

Proof. The optimal gain at time t0 is obtained by g∗
t0

, by Lemma 1. For all t ≤ t0, Φ must

be satisfied by the semantics for the path formula, thus g∗
t0

is replaced with g′ as initial

vector for the following computation. Thus, g∗
0 = Vπ∗

t0
g′ is maximal in all elements, and

g∗
0(s) is the maximal probability of reaching Sat(Ψ) from s within [t0, T ], along Sat(Φ)

states. Thus, Pmax
s (Φ U

[t0,T ] Ψ) = αsg
∗
0 . ⊓⊔

4.4 Interval Cumulative Reward Rmax
s (CI Φ)

The maximal interval cumulative reward Rmax
s (CI Φ) can now be handled by combining

the cumulative rewards and reachability property. Assume that I = [t0, T ] with t0 > 0
and T ≥ t0. As before, we can first compute the cumulative reward between [t0, T ]
by a[t0,T ] := OPTIMAL(C, r|Φ, t0, T,0) (see (6)). So a[t0,T ] is the maximal cumula-

tive reward between [t0, T ], and the problem now is reduced to finding an extension

of the policy in [0, t0) such that g∗
0 = maxπ∈M

(

Vπ
t0
a[t0,T ]

)

, which can be seen as

reachability probability with terminal condition a[t0,T ]. This value can be computed by

OPTIMAL(C,0, 0, t0,a[t0,T ]).

4.5 Instantaneous Reward Rmax
s (It Φ)

Interestingly, the maximal instantaneous reward supπ(p
π
t · r|Φ) can be obtained directly

by OPTIMAL(C,0, 0, t, r|Φ). Intuitively, we have a terminal condition given by the re-

ward vector r, and afterwards, it behaves very similar to the same as probabilistic reach-

ability for intervals of the form [t, t].
We have shown that the CSL model checking problem reduces to the procedure

OPTIMAL(C, r, t0, T,gT ). By Theorem 1, an optimal policy existis. Thus, the established

connection to the paper by Miller gives another very important implication: namely the

existence of finite memory schedulers (each for a nested state subformula) for the CSL

formula.

5 Computational Approaches

We now present an improved approach for approximating OPTIMAL such that the error

of the final result can be adaptively controlled. It is based on uniformization [16] for

CTMCs and its recent extension to CTMDPs with rewards [11], which, in our notation,

treats the approximation of Rmax
s (C[0,T ] true).

The optimal policy gt and vector are approximated from T backwards to 0 or t0,

starting with some vector gT which is known exactly or for which bounds g
T
≤ gT ≤

gT are known. Observe that for a fixed d in (t− δ, t] we can compute gt−δ from gt as

gd
t−δ = eδQ

d

gt +

∫ δ

τ=0

eτQ
d

r dτ =

∞
∑

k=0

(

Qdδ
)k

k!
gt +

∫ δ

τ=0

∞
∑

k=0

(

Qdτ
)k

k!
r dτ. (8)

We now solve (8) via uniformization [16] and show afterwards how upper and lower

bounds for the optimal gain vector can be computed. Let αd = maxi∈S

(

|Qd(i, i)|
)

and

α = maxd∈D (αd). Then we can define the following two stochastic matrices for every



decision vector d:

Pd = Qd/αd + I and P̄d = Qd/α+ I. (9)

Define the following function to determine the Poisson probabilities in the uniformization

approach.

β(αδ, k) = e−αδ (αδ)
k

k!
and ζ(αδ,K) =

(

1−

K
∑

l=0

β(αδ, l)

)

. (10)

Eqns. (9) and (10), combined with the uniformization approach (8), can be used to derive

(see [11]) the following sequences of vectors:

gd
t−δ =

∞
∑

k=0

(

Pd
)k
(

β(αdδ, k)gt +
ζ(αdδ, k)

αd

r

)

. (11)

Assume that bounds g
t
≤ g∗

t ≤ gt are known and define

v(k) = Pdtv(k−1), w(k) = Pdtw(k−1) and

v(k) = maxd∈D

(

P̄dv(k−1)
)

, w(k) = maxd∈D

(

P̄dw(k−1)
)

with v(0) = g
t
, v(0) = gt, w

(0) = w(0) = r.

(12)

If not stated otherwise, we compute vk,w(k) with Pdt where dt is the lexicographically

smallest vector from Fn+1(gt
). Observe that v(k),w(k) correspond to a concrete policy

that uses decision vector dt in the interval (t − δ, t]. Vectors v(k),w(k) describe some

strategy where the decisions depend on the number of transitions which is an ideal case

that cannot be improved by any realizable policy. Notice that for zero rewards for prob-

abilistic reachability, we have w(0) = w(0) = r = 0. From the known bounds for g∗
t ,

new bounds for g∗
t−δ can then be computed as follows (see [11, Theorem 3]):

gK

t−δ
=

K
∑

k=0

(

β(αdδ, k)v
(k) + ζ(αdδ,k)

αd

w(k)
)

+ ζ(αdδ,K)mins∈S

(

v(K)(s)
)

I1 +
(

δζ(αdδ,K)− K+1
αd

ζ(αdδ,K + 1)
)

mins∈S

(

w(K)(s)
)

I1 ≤

g∗
t−δ ≤

K
∑

k=0

(

β(αδ, k)v(k) + ζ(αδ,k)
α

w(k)
)

+ ζ(αδ,K)maxs∈S

(

v(K)(s)
)

+

(

δζ(αδ,K)− K+1
α

ζ(αδ,K + 1)
)

maxs∈S

(

w(K)(s)
)

I1 = gK
t−δ.

(13)

where I1 is a column vector of ones with length n. Before we formulate an algorithm

based on the above equation, we analyze the spread of the bounds. If g
t

and gt are upper

and lower bounding vectors used for the computation of gK

t−δ
and gK

t−δ , then ‖gt −

g
t
‖ ≤ ‖gK

t−δ−gK

t−δ
‖ and the additional spread results from the truncation of the Poisson



probabilities

εtrunc(t, δ,K) = ζ(αδ,K)max
i∈S

(

v(K)(i)
)

− ζ(αdδ,K)min
i∈S

(

v(K)(i)
)

+

(

δζ(αδ,K)−
(K + 1)ζ(αδ,K + 1)

α

)

max
s∈S

(

w(K)(s)
)

(14)

−

(

δζ(αdδ,K)−
(K + 1)ζ(αdδ,K + 1)

αd

)

min
s∈S

(

w(K)(s)
)

and the difference due to the different decisions, denoted by εsucc(t, δ,K) =: ε∗, is,

ε∗ =

∥

∥

∥

∥

∥

K
∑

k=0

(

β(αδ, k)v(k) +
ζ(αδ, t)

α
w(k) − β(αdδ, k)v

(k) −
ζ(αdδ, t)

αd

w(k)

)

∥

∥

∥

∥

∥

(15)

where d is the decision vector chosen by the selection procedure using g
t
. As shown

in [11] the local error of a step of length δ is in O(δ2) such that theoretically the global er-

ror goes to 0 for δ → 0. Observe that εtrunc(t, δ,K) ≤ εtrunc(t, δ,K+1), εsucc(t, δ,K) ≥
εsucc(t, δ,K + 1) and

ε(t, δ,K) = εtrunc(t, δ,K) + εsucc(t, δ,K) ≤
ε(t, δ,K + 1) = εtrunc(t, δ,K + 1) + εsucc(t, δ,K + 1).

With these ingredients we can define an adaptive algorithm that computes g
t0

, gt0
(t0 ≤

T ) and a policy π to reach a gain vector of at least g
t0

such that g
t0

≤ g∗
t0

≤ gt0
and

‖gt0
− g

t0
‖∞ ≤ ε for the given accuracy ε > 0.

Algorithm 2 computes bounds for the gain vector with a spread of less than ε, if the

time steps become not too small (< δmin). Parameter ω determines the fraction of the

error resulting from truncation of the Poisson probabilities and Kmax defines the number

of intermediate vectors that are stored. The decision vector for the interval (ti, ti−1] is

stored in ci. Observe that ti < ti−1 since the computations in the algorithm start at T and

end at t0. The policy defined by the time point ti and vectors ci guarantees a gain vector

which is elementwise larger or equal to g∗

t0
. Parameter δmin is used as a lower bound for

the time step to avoid numerical underflows. If the Poisson probabilities are computed

with the algorithm from [17], then all computations are numerically stable and use only

positive values. A non-adaptive version of the algorithm can be realized by fixing the

number of iterations used in the loop between 4. and 12.

To verify a property that requires a reward to be smaller than some threshold value,

the computed upper bound has to be smaller than the threshold. If the lower bound is

larger than the required value, then the property is disproved, if the threshold lies between

lower and upper bound, no decision about the property is possible.

6 Case Studies

We implemented our model checking algorithm in an extension of the probabilistic model

checker MRMC [18]. In addition, we implemented a method to compute long-run av-

erage state probabilities [3]. The implementation is written in C, using sparse matrices.

Parallelism is not exploited. All experiments are performed on an Intel Core 2 Duo P9600

with 2.66 GHz and 4 GB of RAM running on Linux.



Algorithm 2 UNIFORM(C, r, t0, T,gT
,gT , ω,Kmax, ε): Bounding vectors for g∗

t0
.

1. initialize i = 0 and t = T ;

2. set stop = false, K = 1 and v(0) = g
t
,v(0) = gt,w

(0) = w(0) = r ;

3. select dt from Fn+1(gt) as described and if i = 0 let c0 = dt ;

4. repeat

5. compute v(K),v(K),w(K),w(K) using (12);

6. find δ = max
(

argmaxδ′∈[0,t]

(

εtrunc(t, δ
′,K) ≤ ωδ′

T−t0
ε
)

,min (δmin, t− t0)
)

;

7. compute εtrunc(t, δ,K) and εsucc(t, δ,K) using (14,15) ;

8. if εtrunc(t, δ,K) + εsucc(t, δ,K) > T−t+δ
T−t0

ε then

9. reduce δ until

εtrunc(t, δ,K) + εsucc(t, δ,K) ≤ T−t+δ
T−t0

ε
or δ = min (δmin, t− t0) and set stop = true ;

10. else

11. K = K + 1;

12. until stop or K = Kmax + 1 ;

13. compute g
t−δ

from v(k),w(k) and gt−δ from v(k),w(k) (k = 0, . . . ,K) using (13);

14. if dt 6= ci then ci+1 = dt, ti = t− δ and i = i+ 1 ;

15. if t− t0 = δ then terminate else go to 2. with t = t− δ ;

6.1 Introductory Example

We consider a simple example taken from [19], which is shown in Figure 1. We consider

a single atomic proposition s4 which holds only in state s4.
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Fig. 1. A CTMDP.

First we analyze the property P<x(♦
[0,T ]s4) for state s1. In

this case, state s4 is made absorbing by removing the transition

from s4 to s1 (shown as a dashed line in the figure), as discussed

in Subs. 4.3. Table 1 contains the results and efforts to compute

the maximal reachability probabilities for T = 4 and 7 with

the adaptive and non-adaptive variant of the uniformization ap-

proach. The time usage is given in seconds. It can be seen that the

adaptive version is much more efficient and should be the method

of choice in this example. The value of ε that is required to prove

P<x(♦
[0,T ]s4) depends on x. E.g., if T = 4 and x = 0.672, then

ε = 10−4 is sufficient whereas ε = 10−3 would not allow one to

prove or disprove the property.

To compute the result for P<x(♦
[t0,T ]s4), the two step approach is used. We consider

the interval [3, 7]. Thus, in a first step the vector a[3,7] is computed from the CTMDP

where s4 is made absorbing. Then the resulting vectors g
3

and g3 are used as terminal

conditions to compute g
0

and g0 from the original process including the transition be-

tween s4 and s1. Apart from the final error bound ε for the spread between g
0

and g0,

an additional error bound ε1 (< ε) has to be defined which defines the spread between

g
3

and g3. Table 2 includes some results for different values of ε and ε1. The column

headed with iter i (i = 1, 2) contains the number of iterations of the i-th phase. It can

be seen that for this example, the first phase requires more effort such that ε1 should be

chosen only slightly smaller than ε to reduce the overall number of iterations.



Uniformization K = 5 Uniformization Kmax = 20, ω = 0.1
T ε lower upper steps iter time lower upper steps iter time

4.0 10−4 0.671701 0.671801 720 3600 0.03 0.671772 0.671803 211 774 0.02
4.0 10−5 0.671771 0.671781 5921 29605 0.10 0.671778 0.671781 2002 5038 0.09
4.0 10−6 0.671778 0.671779 56361 281805 0.87 0.671778 0.671779 19473 40131 0.63
7.0 10−4 0.982746 0.982846 1283 6415 0.04 0.982836 0.982846 364 1333 0.04
7.0 10−5 0.982835 0.982845 10350 51750 0.22 0.982844 0.982845 3463 8098 0.19
7.0 10−6 0.982844 0.982845 97268 486340 1.64 0.982845 0.982845 33747 68876 1.50

Table 1. Bounds for the probability of reaching s4 in [0, T ], i.e., Pmax
s1

(♦[0,T ]s4).

ε = 1.0e− 3 ε = 6.0e− 4
ε1 time bounded prob. iter1 iter2 time bounded prob. iter1 iter2

9.0e− 4 0.97170 0.97186 207 90 – – – –

5.0e− 4 0.97172 0.97186 270 89 0.97176 0.97185 270 93
1.0e− 4 0.97175 0.97185 774 88 0.97178 0.97185 774 91
1.0e− 5 0.97175 0.97185 5038 88 0.97179 0.97185 5038 91

Table 2. Bounds for reaching s4 in [3, 7], i.e., Pmax
s1

(♦[t0,T ]s4).

Here, it is important to take time-dependent policies to arrive at truly maximal reach-

ability probabilities. The maximal value obtainable for time-abstract policies (using a

recent algorithm for CTMDPs [6,18]) are 0.584284 (versus 0.6717787) for a time bound

of 4.0, and 0.9784889 (versus 0.9828449) for a time bound of 7.0.

6.2 Work Station Cluster

As a more complex example, we consider a fault-tolerant workstation cluster (FTWC),

in the form considered in [18]. Time bounded reachability analysis for this model was

thus far restricted to time-abstract policies [18], using a dediated algorithm for uniform

CTMDPs [5]. In a uniform CTMDP (including the one studied here) rate sums are

N

...
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switch
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right

switch

N

...

2

1

Fig. 2. FTWC structure

identical across states and nondeterministic choices, and

this can be exploited in the algorithm. The general design

of the workstation cluster is shown in Fig. 2. It consists

of two sub-clusters which are connected via a backbone.

There are N workstations in each sub-cluster which are

connected together in a star-topology with a switch as

central node. The switches provide additionally the inter-

face to the backbone. Each of the components in the fault-tolerant workstation cluster can

break down (fail) with a given rate and then needs to be repaired before becoming avail-

able again. There is a single repair unit for the entire cluster, not depicted in the figure,

which is only capable of repairing one failed component at a time, with a rate depending

on the component. When multiple components are down, there is a non-deterministic

decision to be taken which of the failed components is to be repaired next.

We say that our system provides premium service whenever at least N workstations

are operational. These workstations have to be connected to each other via operational

switches. When the number of operational workstations in one sub-cluster is below N ,

premium quality can be ensured by an operational backbone under the condition that

there are at least N operational workstations in total. We consider these properties:

P1: Probability to reach non-premium service within time T : P<x(♦
[0,T ]¬premium),



P1 P1 time-abstract P2 P3

↓N T→ 500h 5000h 500h 5000h 500h 5000h

16
time 1s 9s 0s 1s 0s 1s 9s

prob. 0.0381333 0.3243483 0.0381323 0.3243474 0.0003483 0.0003483 0.0003526

64
time 21s 3m 28s 3s 7s 14s 33s 3m 31s

prob. 0.1228243 0.7324406 0.1228233 0.7324401 0.0012808 0.0018187 1.0

128
time 2m 46s 34m 5s 13s 40s 1m 30s 4m 8s 35m 9s

prob. 0.1837946 0.8698472 0.1837937 0.8698468 0.0020517 0.0037645 1.0

Table 3. Statistics for the FTWC analysis. For N = 16, N = 64 and N = 128, the state

space cardinality is 10130, 151058 and 597010, respectively.

P2: Steady-state probability of having non-premium service: S<x(¬premium),
P3: Steady-state probability of being in a state where the probability to reach non-premium

service within time T is above 1
2 : S<x(¬P< 1

2

(♦[0,T ]¬premium)).

Results and statistics are reported in Table 3. For P1, we also give numbers for time-

abstract policy-based computation exploiting model uniformity [5]. We chose ε = 10−6

and Kmax = 70. As we see, for P1 the probabilities obtained using time-abstract and

general policies agree up to ε, thus time-abstract policies seem sufficient to obtain maxi-

mal reachability probabilities for this model and property, opposed to the previous exam-

ple. Our runtime requirements are higher than what is needed for the time-abstract policy

class, if exploiting uniformity [5]. Without uniformity exploitation [6], the time-abstract

computation times are worse by a factor of 100 to 100,000 compared to our analysis

(yielding the same probability result, not shown in the table). However, even for the

largest models and time bounds considered, we were able to obtain precise results within

reasonable time, which shows the practical applicability of the method. Long-run prop-

erties P2 and nested variation P3 can be handled in a similar amount of time, compared

to P1.

6.3 Further empirical evaluation

Further empirical evaluations can be found at

http://depend.cs.uni-saarland.de/tools/ctmdp.

The results are generally consistent with the above experiments. As an example, Table 4

lists some runtimes for the European Train Control System (ETCS) case [20]. Details for

the model can be found on the website. The property considered is P<x(♦
[0,T ] unsafe),

corresponding to the maximal probability that a train must break within T hours of

time-dep. time-abs.

#tr. #ph. #states 10h 180h 10h 180h

3 5 21722 5s 1m 22s 2s 22s

3 10 56452 14s 3m 41s 4s 1m 1s

4 5 15477 4s 59s 1s 16s

4 10 59452 15s 4m 2s 5s 1m 8s

Table 4. ETCS Runtimes.

operation. The model consists of “#tr.” trains,

that are affected by failures. Failure delay dis-

tributions are given by Erlang distributions with

“#ph.” phases. As can be seen, the algorithm

for time dependent scheduler analysis is slower

than the simpler time-independent analysis, but

scales rather smoothly.

7 Related Work

Our paper builds on the seminal paper of Miller [12]: the problem studied there can be

considered as the reward operator C
[0,T ]
[0,x] (true). Time-bounded reachability for CTMDPs



in the context of model checking has been studied, restricted to uniform CTMDPs and for

a restricted, time-abstract, class of policies [5]. These results have later been extended to

non-uniform stochastic games [6]. Time-abstract policies are strictly less powerful than

time-dependent ones [5], considered here and in [7].

Our logic is rooted in [15]. Restricting to CTMCs with or without rewards, the se-

mantics coincides with the standard CSL semantics, as in [15]. However, it is interesting

to note that our semantics is defined without refering to timed paths, in contrast to es-

tablished work (e.g. [2]). This twist enables a drastically simplified presentation. The

logic in [15] has a more general probabilistic operator of the form PJ(Φ U
I

K
Ψ) which

allows one to constrain the reward accumulated prior to satisfying Ψ to lie in the interval

K. Our framework can not be applied directly to those properties, which we consider as

interesting future work.

So far, the common approach to obtain the optimal gain vector proceeds via an ap-

proximate discretization using a fixed interval of length h, instead of computing t′′ as

in Algorithm 1. As shown in [12] and also for a slightly different problem in [21], this

approach converges towards the optimal solution for h → 0. Let λ be the maximal exit

rate in matrix Qd for some decision vector d. For probabilistic reachability with in-

terval [0, T ], namely P
max
s (♦[0,T ]Φ), the number of steps is shown to be bounded by

O((λT )2/ε) in [9], to guarantee global accuracy ε. Recently, this bound was further

improved to O(λT/ε) [10].

The approach presented here is much more efficient than the discretization technique

in [9, 10]. As an example we reconsider our introductory example. Discretization re-

quires iter ≈ λT/ε iterations to reach a global accuracy of ε. For λ = 10, T = 4 and

ε = 0.001, uniformization requires 201 iterations whereas the discretization approach

would need about 40, 000 iterations. For T = 7 and for ε = 10−6, uniformization needs

68, 876 iterations, whereas discretization requires about 70, 000, 000 iterations to arrive

at comparable accuracy, thus the difference is a factor of 1000.

8 Conclusions

The paper presents a new approach to model checking CSL formulae over CTMDPs.

A computational approach based on uniformization enables the computation of time

bounded reachability probabilities and rewards accumulated during some finite inter-

val. It is shown how these values can be used to prove or disprove CSL formulae. The

proposed uniformization technique allows one to compute results with a predefined ac-

curacy that can be chosen with respect to the CSL formula that has to be proved. The

improvements resemble the milestones in approximate CTMC model checking research,

which was initially resorting to discretization [13], but got effective only through the use

of uniformization [2].

The uniformization algorithm approximates, apart from the bounds for the gain vec-

tor, also a policy that reaches the lower bound gain vector. This policy is not needed for

model checking a CSL formula but it is, of course, of practical interest since it describes

a control strategy which enables a system to obtain the required gain—up to ε.

Finally, we note that the current contribution of our paper can be combined with three-

value CSL model checking by Katoen et al [22], to attenuate the well-known robustness

problem of nested formulae in stochastic model checking. For the inner probabilistic state

formulae, our algorithm will compute the corresponding probability—up to ε. Using the



method in [22] we obtain a three-valued answer, either yes/no, or ”don’t-know”. Then,

if we come to the outermost probabilistic operator, we will compute an upper and lower

bound of the probabilities. We get a three-valued answer again. In case of a don’t-know

answer for a state we want to check, we can reduce ε to decrease the number of don’t-

know states for the inner probabilistic formulae.
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