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My background

Real-time systems:
- Scheduling aspects (processor, network, holistic...)
- RT kernels (mainly for small micro-controllers)
- RT communication protocols (all kinds)
Dependable systems:
- Architecture of embedded systems
- Safety and reliability aspects
- Safety-critical systems
Main battle fields:
- Dynamic reconfiguration
- On-line QoS adaptation
- Flexible scheduling
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In this course

Distribution-related trends in Embedded Systems
Timing issues in communications

Inside the protocol stack First day
Current technologies (skip, slides only)
Analyzing network delays Second day

Some practical examples
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The information era

> It's all about information!

» We need to:
........ > Hold informalt.iau_._._._':_'.':: Static (time invariant)
‘‘‘‘‘ >Process information > Transformation in the
: L _ : value domain (logic
~...» Transmit information . {logic)
........................... ..-.---...------". TranSfOrmatiOn in the
Dynamlc (need tlme!) space domain
Here we deal with ,—~ value .
| Information transmission | | frenstormaten
/
The operator for this transformation is

| > Thenetwork | ' '
< : +
And for time-bounded transformations Space

| > Real-Time Networks ! | transformation
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Networks everywhere

Nowadays, complex embedded systems are distributed, with a
network connecting several active components

v Cars, trains, planes, industrial machinery ...

Microcontroller based
components

{ Shared serial

/ networks

I
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Networks everywhere

Networks for all sizes and scales

vl

NoCs — connecting processors inside MPSoCs
SPI, I12C... — connecting discrete components inside boards
USB, FireWire... — connecting peripherals around a PC

Bluetooth, RFID... — connection of rlpherals or Sensors in
small areas (BANs, PANs ..

SCSI, SCI... - High speed connection of servers in server farms (SANSs)

CAN, fieldbuses... — connection of sensors, actuators and controlling
equiment in a monitoring or control plant (DCCS)

Zigbee, low power radios... — connection of autonomous dispersed
sensors (WSNs)

Ethernet, WiFi... — connection of PCs, and independent equipment
in a local setup (LANS)

10G Ethernet, ATM ... — connection of large systems in large areas
(MANs, WANS)

Telecommunication networks — global communications(MANs,WANs
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Why distributed architectures

.Processing closer to data source / sink P @

v Intelligent sensors and actuators é t
.Dependability \_

v Error-containment within nodes ﬁ\ﬁ
.Composability

v System composition by integrating subsystems o]
-Scalability

v Easy addition of new nodes with new or replicated
functionality

-Maintainability

v Modularity and easy node replacement
v Simplification of the cabling

I artut
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Many related networking frameworks

Distributed embedded systems (DES)
Networked embedded systems (NES)
Ubiquitous systems

Wireless sensor networks (WSN)
Mobile ad-hoc networks (MANET)
Opportunistic networks

I
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Distributed vs networked

. Distributed Embedded Systems

- System-centered (designed as a whole)
Confined in space (despite possibly large)
Normally fixed set of components

Preference for wired networks

- Fixed topology
-~ Most interactions in single-hop segments

- Most frequent non-functional requirements

Real-time

— End-to-end constraints on response to stimuli
— Jitter constraints on periodic activities

Dependability

— Ultra high reliability and safety, high availability
Composability
Maintainability

‘t !ll[l
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Distributed vs networked

. Ubiquitous / networked Embedded Systems

- Communication-centered (Interconnected stand-alone equment for

extra functionality) s

Fuzzy notion of global system (and its frontiers)
— too large / variable set of components [_ '-I‘/g
Preference for wireless networks A s
— Structured / Ad-hoc connections @ ';";
~ Varyingtopology o G

— Multi-hop communication

-~ Most common non-functional requirements
Scalability
Heterogeneity
Self-configuration
(Soft) real-time

Il
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The evolution chain P
/
/ Embedded\\

{ Computing? y

N\

Distributed Real-time ComPIuting \
| >

Mainframe Distributed Mobile : Ublqu1tous
Computing Computing Computing Computmg

$@ >@ >@‘ Cloud >

Computmg? /

- o e

\ e e o /
N
Cheap computing HW Mobile networks Context-awareness
Serial shared networks Mobile information access Ad-hoc networks .
Cheap interconnections Adaptive applications Smart sensors and devices

Real-time networks

Adapted from
(Strang and Linnhoff-Popien, 2004)
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Communication requirements

In both previous cases (DES + U/NES)

— Efficient transmission of short data (few bytes) a’\e“\

\
— Periodic transmission (monitoring, feedbagk control) V\‘;fth o
short periods (ms-s) and Iow‘i‘{g%essage .\
\-li 4e®

a
— Fast transmission (ms-g}eof aperiodic requests (ala?ms)
- Transmission of non-real-time data (configuration, logs)
— Multicasting

There is also a growing interest
on real-time multimedia traffic
(e.g., machine vision)

=> long RT data

Bandwidth:

Limited shared resource

artit
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Rewinding...
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Rewinding...

vNetworks allow sharing information

v Are the backbone of modern systems (DES, NES, US, WSN ...)
vCurrent trends

v Dissemination of feedback control

v Towards functional integration

v Towards operational flexibility

v Networks have a finite bandwidth - transmission takes time
v Networks are typically shared - interference among transmissions
v Networks suffer EMI - transmission errors and packet losses

rtist
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Timing Issues in the Network
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Network delay and delay jitter

Comm network  queuing — qa

interface (CNIX network load

f
Node A-/ / deq¢ue.uing—qB
Li _Node B

—
—
E—
E—
I—
y

T L0 [
tA3 tA4 tAS 1me R

A ta2 N . N
I I | | I .
t,! | tA2| t,3 I 4 |tA5| time
. . . . tel 2 ted 4 tn5
ts' — ta' = d', network-induced delay v v b b
di = qai + d.i + di + ggi , delay components _Reception instants may suffer
9 @ t+ds y P irregular delays due to interferences
di—di-1 = ji, delay jitter from the network load, queuing
policies and processor load
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Burstiness and throughput

Burstiness — measure of the load submitted to the network in a
short interval of time.

— Bursts have a profound impact on the real-time performance of the
network and impose high buffering requirements.
File transfers are a frequent cause of bursts.

H IR

burst time

Throughput — average amount of data, or packets, that the
network dispatches per unit of time (bit/s and packets/s).

Arrival / departure rate — long-term rate at which data arrives
at/from the network (bit/s and packets/s).

Capacity — maximum (gross) bit-rat;g\;\;'c;rk ba“d"""fﬂtf.c network

artt
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Time across a network

. As opposed to a centralized system, in a distributed
system each node has its own clock

- Without specific support, there is no explicit coherent notion of
time across a distributed systems

- Worse, due to drift, clocks tend to permanently diverge

All clocks evolve at their own pace!
There is no relative phase control
among periodic streams

: ‘, artt
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Time across a network

. However, a coherent notion of time can be very
important for several applications to:
— Carry out actions at desired time instants
. €.g. synchronous data acquisition, synchronous actuation
- Time-stamp data and events
. e.g. establish causal relationships that led to a system failure
- Compute the age of data
-~ Coordinate transmissions
. e.g. TDMA clock-based systems

But how to synchronize the clocks across the network?

Il artit
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Synchronizing clocks

Clocks can be synchronized:

— Externally — an external source sends a time update regularly (e.g. GPS)

— Internally — nodes exchange messages to come up with a global clock

Master-Slave — The time master spreads its own clock to all other nodes

Distributed — All nodes perform a similar role and agree on a common clock,
for example, using an average (e.g. FTA, Fault-Tolerant Average)

Standards: NTP, SNTP, IEEE 1588

Uncertainties in network-induced delay lead to limitations in the
achievable precision

— Typical precision with SW methods in small networks is worse than 10us
In LANSs it is common to achieve 1-5ms precision
—  With special HW support, it is possible to reach 1us or better

B§PORTO
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Constraints on the network delay

. Real-time messages must be transmitted within
precise time-bounds

- to assure coherence between senders and receivers concerning
their local views of the respective real-time entities

. This applies to both Real-timeﬂ‘! S

event and state messages entity Local views of a real-time
entity
State
(time-triggered) Event / State change

gy Temperature (event-triggered) Temperature
: is 21°C raised 2°C

LGOI LGy
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Event and time-triggered messages

Event-triggered Time-triggered

I-A -
=

transmitter receiver transmitter receiver
Temperature What if:
raised 2°C &; -m, is lost? Temp =20°C tl‘& Notice:
-0r delayed? Temp =20°C tz% At=ti-ti_1 set
Temperature ] m, -or the Temp = 21°C t; &» according to
decreased 2°C \ transmitter Temp = 22°C t4 my system
crashed? T dynamics
-or nothing
o .
| time | happened? | time | II;(;SSISI;g one
ge causes
Typical solutions inconsistency
force transmissions during At

I every At (heartbeats) artist
it"  wrorro e
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Event vs time triggering

% A

Uses global a priori knowledge
(predefined tx instants — msg schedule)

Complex deployment Uses local information
Difficult backward recovery (tx instants are local)
(e.g., retransmissions) Simple deployment
Prompt omission detection Simple backward recovery
Prompt replacement Long omission detection
?acilitates fault-tolerance; Complex fault-tolerance
Time-triggered network Event-triggered network

How to support event & state messages efficiently?

I artut
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Transmission control

. Determines who triggers network transactions,

application or network

— External control

Transactions are triggered upon explicit
control signal from the application.

Messages are queued at the interface.
Highly sensitive to application design / faults.

— Autonomous control

The network triggers transactions autonomously.

No control signal crosses the CNI.

Applications exchange data with the
network by means of buffers.

Deterministic behavior.

]!
b | oo

Application says
what and when to

Node

i il
7

Tx

—

Data and control

interface

Application says what
Network says when to Tx

Node

o g

—

Data interface,

only _%; &m

PECEL AT



Real-Time Communication in Embedded Systems

© Luis Almeida
-925-

Information flow

. Determining end-to-end delay

Nodek  |.. Node n
..... G
A '}Y{e.:ssage _________ A
- ET-network with external control
. Transactions are compoged of sc_averal Task A\qA d, d,qs Task B
elementary actions carried out in sequence. i S R
< > time
dee

— TT-network with autonomous control

. The elementary actions in each intervenient (transmitter, network
receiver) are decoupled, spinning at an appropriate rate.

- . Task A
Requires relative phase
control to avoid high

id hi > Message M * '_>'F| \I'Q\I'Ql V
delays and jitter Task B \5 E \5\5
I: I

v
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Information flow

. In a TT-network

- The tight control of the relative phase required between all
system activities (message transmissions and task executions)
imposes rigid architectural constraints

. Time-triggered architecture
- The whole system must be designed altogether

(network and nodes) -%i;é*: - = T =
(] = ] (] =
1 i i i i t

t 4

>
>

- However, once the network is designed, nodes will not interfere
with each other (transmissions occur in disjoint intervals)

. Composability with respect to temporal behavior
Messages from

node A ‘\SFE-E ‘

Messages from node B Bus time

I artut
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An illustrative comparison

. A TT-network

— The train system!

You can optimize your schedule to be there just in time
The train will go anyway at the predefined time!

If the train is delayed you may lose a connection
Schedule of trains optimized for good use of the track

But how to optimize the time to travel for many people and with hops?
If you do not synchronize with the train you may have to wait for the next...
. An ET-network

-~ The roads system with private cars!

You go when you want
Might take less time if there is few traffic
But strong congestions can occur!...

Il
7




Real-Time Communication in Embedded Systems © Luis Almeida

.28 -

Inside the protocol stack
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Physical entities & technologies

. Computing - nodes

Several of these technologies were

Desktop and Laptop PCs

Embedded PCs
Single-board computers
Micro-controllers, specific processors, FPGAs, ...

. Communication - networks

Public telephony networks (ADSL, GPRS, UMTS...)

Local Area Networks (Ethernet, WiFi, ...)
Control networks (CAN, FlexRay, PROFIBUS, ...

Powerline networks (X10, HomePlug, ...)

Personal Area Networks (Bluetooth, IrDA, ...)
Sensor Networks (ZigBee, RFID, ...)

b | oo

* developed for general purpose systems
—> potential impact on efficiency...

DES

DES

U/NES
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The not only physical communication process
(the OSI protocol stack)

S Node A — -T - D Node B
ayers P

reference model || Application ,, Application
Presentation ‘, Presentation
Session | I ( Large computing and

o Transport ! z Hl communication
ComSmutnlcatlon Network ' overhead for short
ystem

data items

Data Link
Physical

Physical network

Il artist
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Requirements for an embedded / real-time
protocol stack

The end-to-end communication delay must be bounded
— All services at all layers must be time-bounded
— Requires appropriate time-bounded protocols
The 7 layers impose a considerable overhead...
- Time to execute the protocol stack (can be dominant wrt tx time)
- Time to transmit protocol control information (wrt to original data)
- Memory requirements (for all intermediate protocol invocations)
Many embedded / real-time networks
— are dedicated to a well defined application (no need for presentation)

— use single broadcast domain (no need for routing)
— use short messages (no need to fragment/reassemble)

artut
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OSI collapsed model

. Application services access the Data Link directly
— Services from other layers maybe present

. In process control and factory automation these
networks are called Fieldbuses

Node A e Node B
—
Application Application
Communication|| Data Link Data Link
System Physical Physical

Physical network

SN T A
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Ubiquitous systems (e.g., WSN)

. A network layer with routing services is fundamental
- multi-hop communication, logical addresses
. Some more complex application layers

— Specific middlewares with certain services

. Localization, tracking, data aggregation

. Node A
. Energy-aware / location-aware Application
routing and traffic scheduling Moo

— Synchronization becomes -
particularly important ;

Data Link
Physical

v

Physical network

I artt
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Issues in the Physical Layer
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. Issues related with the physical layer:

vl

Physical layer

Interconnection topology
Physical medium

Coding of digital information
Transmission rate

Maximum interconnection length
Max number of nodes

Feeding power through the network
Energy Consumption

Immunity to EMI

Intrinsic safety

B§PORTO
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Physical layer

Interconnection topology

= m
. D/Eim Dﬁ
Star Tree

Physical medium

- Copper wiring

— Optical fibers

- Wireless — Radio Frequency
— Wireless — Infra-red light

b | oo

Ve

Mesh

(wired) Mesh (wireless-RF)

I_II_ID'D|

Bus

ﬁDNg
\m

Ring

.............
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Physical layer

. Propagation delay (0 = L/V)

— Caused by the limited speed of the electromagnetic wave

. Typically, about 5ns/m in copper cables, 3.3ns/m in the air
.

Bit arrives § after
¢ - being transmitted.
Transmitter Receiver 1 (6 = Lmax/Vprop) @I
13 1 2 ~

L 13 1 2 _ VpI‘O‘p

Bus

< >
Lmax

. Bit length (b = 6*Tx_rate)
— Number of bits traveling on the medium at the same time

. High bandwidth networks always have b>1
. b=1 - all nodes “see” the same bit at a time (CAN)

rtist
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Physical layer

. Wireless propagation
Strong attenuation

. Free-space attenuation model, increases with log of distance
Pld)=FPy — algd + X,

. Establishes a communication range and an interference range -~

. Cause of hidden-nodes but also allows spatial channel reuse . °

I/// . :<\, \\\\ T e
1 2 o \
\ © 7 3 o O ! o
\\\ \/I 4 5 //I () ©

- Multi-path fading, dlrectlonal antennas asymmetrlc I|nks
| / 2 i N ® o  __--1:
\ {\ 10 3.1' d) 4

¢
\ N / 5
AN N / V4
S S 4 %7
~ ~o - -,
. S o —m - ——

\
\ \
\ /‘\ \
\ 1 ' 5
\
\ [N ’
\ [N ’ o
\ N N ’
4 ~ 4
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Physical layer

. Energy consumption

- Very complex relationship among transmission power, bit rate, frame

rate, network traffic, error control coding, retransmissions policy, type of
medium access control and physical bit encoding. Need to trade-off.

. Example of energy trade-offs in wireless

Higher data rate uses more energy but transmissions take less time
(however, probability of errors and retransmissions also increases)

In a mesh-like network (WSNs), higher tx power might reduce the
number of hops, thus less energy spent in storing and forwarding

Asynchronous transmissions (ET-like) reduce power on tx but
receivers may need to be awake all the time!

Collisions require retransmissions but avoiding them requires a
synchronization mechanism

! artut
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Issues in the Data Link Layer
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Data link layer

. Issues related with the data link layer:

- Addressing
— Logical link control — LLC

. Flow control
. lTransmission error control

-~ Medium access control — MAC
(for shared media)

b | oo
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Data link layer

. Addressing
Identification of the parts involved in a network

fransaction B ----

— Direct addressing

The sender and receiver(s) are explicitly identified in every

transaction, using physical addresses (MAC address)
: : A----»B
Indirect (source) addressing

The message contents are explicitly identified (e.g. temperature
of sensor X). Receivers that need the message, retrieve it from

the network -Tempx _———— p K
Indirect (time-based) addressing

The message is identified by the time instant at which it is
transmitted B TimeY - - --» *

artit
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Data link layer

. Logical Link Control
Deals with the transfer of network packets

- Might have an impact on the network delay depending on
whether sender/receiver synchronization is used

. e.g., ack. mechanisms, retry mechanisms, request data on reply

. Retries mechanisms (e.g., PAR, ARQ) might have a strong
negative impact on the data timeliness...

— No point on continue trying to transmit out-dated values

Node A | -~ B8 —* | Node B

rtist
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Data link layer

. Medium Access Control
Sorts out the multiple access to a shared medium

- Determines the waiting time to access the network

o
- It has a large impact on the network delay e first

. Two main families NodeA] [NodeB

— Controlled access * —
. based on transmission control m
- The network says when to transmitTelhpo
fal,,,

- Uncontrolled access Ultj,
L . e’fing
. based on arbitration (typically CSMA-based)

—~ The nodes try to transmit immediately when needed

I artut
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Data link layer

EREEEE

. Controlled access

Master-Slave time
Node1 Node2 Node3 Node 1 Node 2 Node 3
MEE SE . meemEmme
> < > time
Time-so TDMA Token—passmg
. Uncontrolled access Node 1 Gollision is not

destructlve follows on

Node 1 trasmits T1+Sy E M H
Node 1 after last transm|SS|on
. tlme
l T1 Node 1 trasmits Node 2 f

m |M| |m Periodic on m|n| -slot 4 Feels collision, backs-
*\ , ref. msg o

off, transmits right after

f S Q time
Node 2 Y / T2 Node 2 trasmits |2|3|| ! ||5|H| CSMA/BA
T2 deferred T2+Sy-+deferrals 1 l tlm e (1-persistent)
after
CSMA/C_A'aSynC CSMA/CA -sync Node 2 trasmits
(p-persistent) on mini-slot 6

Il artt
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Data link layer

. Master-Slave

— Inherent synchronization, any scheduling, single point of failure
Token-passing

- Inherent bandwidth reclaiming, distributed, token is s.p. of failure
TDMA

— Isolation among nodes, composability, requires synchronization
CSMA/CA-async

— Distributed, simple, not collision-free
CSMA/CA-sync (mini-slotting)

— Distributed, priority-based, requires synchronization
CSMA/BA

— Distributed, very efficient priority-based, requires dominance property

I artut
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Data link layer

L] 2 3 L] ] & T L] L L] n ” 3 14 Channel
2403 AT 242 AT 243 24T 2443 244T 2457 DAST 2447 2447 1472 2484 Center Frequency

. Frequency multiplexing

. . : ?E;IHJ: .:
- Wireless channels Frequency spectrum in 802.11b

Assignment: dynamic (GSM, cognitive radio)
versus static (WiFi, ZigBee)
. Switched (spatial multiplexing?)
micro-segmented network with central switching hub

-~ Nodes send asynchronously messages to the switch using
point-to-point links — no shared medium, no collisions

— Contention at the network Switch CPU

access is replaced by Outports with
contention at the Inports queues

output ports

| Switching
D matrix
Address to port
I resolution table ~ ] < Shared memory to__ .
Ty
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Issues in the Network Layer
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Network layer

. Issues related with the network layer:

~ Logical addressing
- Routing

I
b | oo
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Network layer

. Logical Addressing

- Independence of higher protocols wrt the physical hardware
- Requires an ARP (address resolution protocol)

. Routing

— Inter-network routing @a
. Pre-planned infrastructure ® Cluster
- Ad-hoc routing (ﬁ oacs
. Flat routing ©C|USterS
. Hierarchical / Cluster-based °

— Setting routes °

o
. Proactive ©
, /< Internet
. Reactive

ateway

rtist
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Network layer

. Channel reuse in space

- Nodes that are sufficiently apart can transmit simultaneously
. communication range versus interfering range
. Synchronized frameworks

— Communication occurs in slots that are defined across the network
(TDMA fashion)

. Require synchronization (clock, beacons)

- Enables reducing the data routing delay by defining adequate
transmission (slot) sequences —>slot sequence = data progression

- Enables controlling on-off switching for energy saving
10 . _Sink

|
! \
\
\ \
\
! \
O *
\ \ N
\
\
\

\
N
N
~
~
~
~
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Issues in the Application Layer
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Application layer

. Issues related with the application layer

— Set of services that are common for a class of applications
- Middleware issues

. Transparency wrt Distribution, OS, Languages...
. Support for different programming paradigms (SO, OO, CB...)
. Cooperation model

— Client-Server

— Producer-Consumer

— Producer-Distributor-Consumer
Publisher-Subscriber

rtist
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Application layer:
Abstracting away platform details

-54 -

. Applications are executed on
HW / SW platforms

— Computing and communication

. Implying many idiosyncrasies

— Dependence on HW / SW features

. Processors, OSs, languages, network protocols...

. How to develop applications that _

— Are agnostic to such idiosyncrasies?

/
Vg
/
— Still delivering their services and 7 E * E
exhibiting the desired properties...

- And executing on a distributed HW / SW platform

1L platform... it
ik ” >
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Application layer: Middleware

. The middleware is a SW layer that

- Hides unnecessary details to the
application (e.g., distribution)

- Simplifies development, adds new services
. But it implies trade-offs

- The HW and low-level SW
have a profound impact on
non-functional properties

Application

. timing, performance, dependability...
- The simpler it is to develop applications E F F
the more complex the platform is >
— If the right properties are not properly HW / SW platform

enforced in the lower layers it will be hard
(inefficient) to enforce them on the upper ones

: artist
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Application layer: cooperation models

. Client-Server

- Servers hold information. Clients request it

. Transactions triggered by the receivers (clients)
. Typically based on unicast transmission (one to one comm.) client

server

infol

L
\

\ infa?
\lnfo.

— Transactions can be synchronous (client blocks until server
answers) or asynchronous (client follows execution after issuing

the request)

. Producer-Consumer

-~ Producers disseminate information. Consumers use it

. Transactions triggered by the senders (producers).

. Based on broadcast transmission (each message is received by all)

producer o

b | oo

here is info
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Application layer: cooperation models

. Producer-Distributor-Consumer » v
Prod 1 Prod 2 Prod n

— Similar to Producer-Consumer
— Adds a central scheduler to control Producers transmissions
. Combination with Master-Slave access control

. Publisher-Subscriber

—~ Uses concept of group communication

- Nodes must adhere to groups either as publisher (produces
information) or as subscriber (consumes information)

. In some cases, multiple publishers for the same item are allowed

- Transactions are triggered by the publisher of a group and
disseminated among the respective subscribers, only (multicast)

. Subscribers can in some cases define filters for the desired information

|
SR - - . - > ic LTSt _ l :
‘t ! fl publlsher ’[OpIC .......... S’ -S: subscriber % iartut
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Communication technologies
for (Distributed / Networked) embedded systems

Communication protocols

artut
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WorldFIP

Factory Instrumentation Protocol
www.worldfip.org

. Created, in the 80s, in France for use in process
control and factory automation.

. 2 messaqging systems:

v MPS - real-time services, periodic, aperiodic;
MMS (ISO 9506) subset — non-real-time messaging

. Data payload between 0 and 128 bytes (256 for NRT)
. Source-addressing (message identifiers with 16 bits)

. Master-Slave bus access control
v BA - Bus Arbitrator

ID-DAT FSS Controle | ldentifier FCS FES
2 bytes 1 byte 2 bytes 2 bytes 1 bytes
Master poll
RP-DAT F55 Control DATA I FCS FES
Slave answer —~ antrete
(MPS) 2 bytes. 1 octet n bytes [ m<= 128 2 bytes 1 bytes
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WorldFIP

. MPS — Messagerie Periodique e Sporadique
. Producer-Distributor-Consumer middleware
. Concept of Network Variable m...

v Entity that is distributed (several
local copies coexist in different nodes)

v Can be periodic or aperiodic

v Local copies of periodic variables
are automatically refreshed
by the network

v Local copies of aperiodic variables
are refreshed by the network upon explicit request

I artt
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WorldFIP

. Table-based scheduling of periodic traffic
. Table (BAT) organized in cycles

v Elementary cycles
duration E (=GCD of periods)
Macro-cycles
LCM of periods (in ECs)

. Scheduling model

_{V V(CH TI! DI! OI)! I 1 N }
i=1. N , Ci<<E, T,,0,integer mult. of E

Periodic Variables:

E | MC A/

1231 |tz B3 iz & |i23

Bus time

Il
b |

Vi|1 2 3
Tl1 2 3 (ECs)
BAT
3
2 2 312
1 1 1 1 1 1
MC
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WorldFIP

. Elementary cycles organized in phases:
v Periodic (P1)
v Aperiodic (P3)

v MMS messages (P2)  pynamic, 1 queue
for each phase

1
£ =
£ =

Elementarleycle l
| Pl | P3 | P2 | P4l >
o Scheduled statically T, Tps Tp T2=E

v Sync - padding (P4)

Dynamic, hierarchical
bandwidth reclaiming

]!
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TTP/C

Time-Triggered Protocol
www.tttech.com

Created around 1990 within the MARS project in the Technical
University of Vienna

Aims at safety-critical applications

Considers an architecture with nodes integrated in fault-tolerant
units (FTUs), interconnected by a replicated bus

Includes support for prompt error detection and consistency
checks as well as membership and clock synchronization

services.
Host Host
CNI CNI
TTP/C TTP/C
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TTP/C

TDMA access with one slot allocated per node and per round
The periodic sequence of slots is a TDMA round (typical values 1-10ms)

In each slot the respective node may send one frame (up to 240B)
- Each frame may contain several messages
The periodic sequence of messages is a Cluster cycle

All message transmission instants are stored in a
distributed static table, the MEDL

Cluster cyclet

A

Il
7 N

v

™™ Slot for node A
B Siot for node B
[ Slot for node C
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PROFIBUS

PROcess FieldBUS
www.profibus.com

Created in the late 80’s by Siemens, in Germany

Two main application profiles (client-server middlewares):
-~ PROFIBUS / FMS - Fieldbus Message Specification

— PROFIBUS / DP - Decentralised Peripherals
. The most common profile (~90%)

Data payload between 0 and 246 bytes
Direct-addressing (1 byte, possibly extended)
Hybrid bus access control

- Token-passing among masters

— Master-Slave in each individual data transaction

Il artit
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PROFIBUS

General architecture

controllers,
regulators, ...
(PC, PLC,...)

PROFIBUS Masters:

Slaves:

Wl /sensors,

_ 21 | actuators
. P sates, Sowe Cesees " (motors, valves,

thermometers...)

! artt
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PROFIBUS

© Luis Almeida

. Traffic pattern under maximum load:

— Equal distribution of bandwidth among N nodes
— Intervals of bus inaccessibility =~ TTR*(N-1)

Maximum load

arrives at all
nodes \

"TRR{ . TTH; | | TRR, TTH, :TRR3 - TTHs :
- TR g TTR TTR
“TRR, -
< :‘\*
TR TTH,<0 TTR - Target Token Rotation time
PRLLL . TRR - Token Real Rotation time
TTR TTH3<0

Il
Y
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PROFIBUS

. Recent support for: (PROFIBUS / DP-v2)

- Isochronous traffic

. Equidistant token arrivals forming cycles
. Cycle synchronization (specific global frame - broadcast)
. Two windows in the cycle (isochronous and async traffic)

— Direct slave to slave communication

. Producer — Consumer style

— Specifically developed
for high accuracy drives D s s

i o |

Cycle Each node waits for the end of the
cycle to pass on the token

Il
Y
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CAN

Controller Area Network
www.can-cia.de

Created in the early 90s by Bosch, GmbH, for use in the
automotive industry.

Data payload between 0 and 8 bytes
Source-addressing (message identifiers) with 11 bits in
version A and 29 bits in version B

Asynchronous bus access (CSMA type) ! F F
Non-destructive arbitration based on message
identifiers (establish priority)

— Bit-wise deterministic collision resolution CSMA/BA (CA?,DCR?)

i artist
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CAN
. CAN 2.0A message frame
;__. Meszare Frame HI
I I
| 1 1 1 1 1 1 | I
Bus Idle | 7 hitraticn 1\.11.:1 i, Conwmol i DataBield | CRCfield | ACK | BOF + Int . Buslde
11 tit Idersitior | DLC| Dat (0-8Byies) | 15 bie | 7 | 3 ‘
lL J i L
SPF Al Dielizies Dibiter
rl o
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CAN

. Prioritized arbitration
ID bits, msb to Isb

— All nodes transmit
and listen every bit

_ If different, then lost 5 L oipi
arbitration and backoff T | —L g l
3 o1 il

1 loses 3 loses
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Ethernet
standards.ieee.org/getieee802/802.3.html

. Created in the mid 70s (!) at the Xerox Palo Alto
Research Center.

. CSMA/CD non-deterministic arbitration (outdated...)

— 1-persistent transmission (transmits with 100% probability as
soon as the medium is considered free)

— Collisions can occur during the interval of one slot after start of
transmission (512 bits)

- When a collision is detected a jamming signal is sent (32 bits
lonQ)

. Frames vary between 64 (min) and 1518 (max) octets

I artut
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Ethernet
. Using switches £ g
_ Became the most common solution S S
[ ]

. Current switches are wire-speed (non-blocking)
. 802.1D — possibly with multiple priority queues (802.1p)
. 802.1Q — Virtual LANs

— Not perfect !

. Priority inversions in queues (normally FIFO)
. Mutual interference through shared memory and CPU

. Additional forwarding delay (with jitter caused by address
table look up, address learning, flooding)

. Delays vary with switch technology and internal traffic
handling algorithms

! artut
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Ethernet

Many industrial profiles / variants
— Ethernet Powerlink

. Master-Slave, similar to WorldFIP

-~ EtherCAT

. Open-ring with Master, specific 2-ports switch in each node,

frames cross each node and are updated on the fly
— PROFINET-IRT, TTEthernet
. TDMA enforced by specific switch
— Ethernet/IP, PROFINET-CBA, FF-HSE

. Standard SE, with careful design of sources!

B§PORTO
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FlexRay
www.flexray.com

. Created in the early 2000s by an industrial consortium from the
automotive domain. =

Host Processor

. Aiming at safety-critical applications

. Static (TT - TDMA) and
dynamic (ET - mini-slotting)
isolated phases (partitions)

ED ED
. Two redundant channels that : :
can also be complementary : Chanmes
. Txrate up to 10Mbit/s TDMA FIDMA
Static Window Dynamic Window
e | o =
Node A | Node B | Node A | Node C | Node A | NodeD
Static Static Static Static Static | Static
Sled Slot Slon Sloe Slot Slot
MimiSlots
ID |DLen Data CRC
I 5 Bytes 0-254 Bytes 24 bits artist
P
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WiFi (802.11)
standards.ieee.org/getieee802/802.11.html

Created in the 1990s for the SOHO domain and widely used for WLANSs
3 modes/bands: 802.11b/g (ISM-2.4GHz), 802.11a (5GHz)
Scalable Tx rates between 1Mbit/s and 54Mbit/s (or higher... 802.11n)

Many mechanisms to reduce collisions and hidden-terminals
— Retransmissions based on acknowledge

i srs| A | prs _ Unicast acknowledged frame

pHY MAC|  pAYLOAD

hd | ors _ Unicast/Broadcast unacknowledged frame

RTS | oo | CTS | gpg ";IT "-m;f-' PAYLOAD qFs | ACK DIFS RTS/CTS fOI' reduction

of hidden terminals
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WiFi (802.11)
standards.ieee.org/getieee802/802.11.html

© Luis Almeida

Original MAC used different Inter-Frame Spaces to separate between:
- Protocol packets (ACK, RTS, CTS, ...

— Contention-free access with master(AP)-slave (PCF) — unused
— Contention access with CSMA-CA (DCF) — standard

Busy

+— DFS —=
+— PIF5 —=
-+ 5[Fs -l-|

Contention window

EELCEE]

Frame transmission

e Rations buifer
and defer frames

N, Backarf

siols

S CSMA-CA

Growing interest for QoS support (802.11¢e)

— Separate Video and VolIP, from e-mail and general Internet access
—~ EDCA (DCF with 8 different classes) + HCCA (AP schedules traffic)

]!
b | oo
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ZigBee

www.ZigBee.org

Created in the early 2000s for wireless monitoring and control.
Targets wireless sensor networks.

Works on top of 802.15.4, a PAN DLL. 3 bands: ISM-2.4GHz,
868/915 MHz. Targets very low consumption.

Data rate of 250 Kbit/s with range up to 300m

Beacon mode and PAN coordinator to synchronize nodes, structure
cells and QoS support. Also peer-to-peer mode. Routing support.

Up to 65K nodes (full and reduced function devices)

/Frame E!ea-cms Fr:ame Beacons

J | - | AtmasPamd I | I J l i\oumnd
Beacon mode with Superframe with GTS
simple CSMA-CA (Guaranteed Time Slot)

! “] scheduled in the beacon % iam
ieeta —
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Communication technologies
for (Distributed / Networked) embedded systems

Standard middlewares
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CANopen — a middleware for CAN
CAN-in-Automation
http://www.can-cia.com

. Key features:

- Process data shared with the producer/consumer model
— Standardized device description and methods l F F

. data, parameters, functions, programs

- Standardized services for device monitoring
. e.g. membership functions based on heartbeats

- System services: synchronization message, central time-stamp
message (e.g. synchronous data acquisition) TDD TD T TD TD

| [ | | I
- Emergency messages Sync messages

— Adopted by other protocols (e.g. Ethernet POWERLINK)

artut
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CANopen

. Process Data Objects (PDO)

— Carry actual application data; broadcast, producer/consumer
cooperation model, unacknowledged

. Asynchronous PDOs (event-triggered)
. Synchronous PDOs (time-triggered based on Sync Obiject)

. Service data objects (SDO) - device configuration
- Read/write device OD entries, following sync client/server model
. Network management (NMT)

— Node monitoring

— Control their communication state

I artut
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DDS - Data Delivery Service
portals.omg.org/dds

Real-Time Publisher-Subscriber middleware for
distributed real-time and embedded systems

i

Standardized by OMG (Object Management Group) — / crsosssecn ;‘

DDS database shared among all nodes, which have nolam

an holistic view on the communication requirements

|

|

Publishers create “topics” (e.g. temperature) and DormainPartiipart |
publish “samples” I |
Addressing, delivery, flow control, handled by DDS 7 T |
Dratahriter CataReader I

|
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CORBA - common Object Request Broker Architecture
www.corba.org

. Open specification proposed by the OMG

- Purpose: Clients use remote objects as if they were local
. Main features

- Interoperability between languages and platforms

. Windows, Linux, Unix, MacOS, QNX, VxWorks, ...
. Ethernet, CAN, Internet, ...
. Ada, C, C++, Java, Python, ...

— Multiple vendors (some are freeware products)
- Many profiles

. Minimum CORBA,
RT-CORBA, FT-CORBA,

Il
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AUTOSAR

www.autosar.org

. Proposed by a consortium of automotive industries
. Aims at separating functionality from execution HW

— Soft AUTOSAR components
. Reduce number of active components and costs

. Improve efficiency in using system | g
resources el e
= . v
. Manage complexity AUTOSAR RTE 3
i - -t 1 1 =

. Give more design freedom to the Basic Software

O E M wrt S u bsyste m p rov i d e rs : Transfer layers for different communication technologies (e.g. CAN, LIN, )

Network management
m  System services (diagnostic protocols, ...)
= NVRAM management

. Similar trends in avionics (IMA) and
industrial automation (IEC 61499)
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Implementing the protocol stack

(by Paulo Pedreiras)

b | oo
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Protocol stack internals

. Real-time protocol stacks may be based on:

Specialized communication controllers and/or custom
device-drivers/stacks

Low latency, high predictability, fine-grain control in queues,
but ...

Expensive: non-COTS hardware, manpower for specific
device-drivers development, longer development time, harder
to debug, ...

COTS hardware and software

Cheap hardware, device drivers readily available for all the
HW, full IP stacks supported, but ...

Potentially high latency, unpredictability, high resource
consumption (memory and CPU), ...

I artut
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Protocol stack internals

. Using a TCP/IP stack:

Easy connection to the intra/Internet, use of standard tools/apps,
easy development (app. code independent from HW), but ...

“standard” TCP/IP stack:

High CPU and memory consumption (code and data memory in the
order of hundreds of KB, multiple data copies); Not suitable to
resource constrained embedded systems

“lightweight” TCP/IP stacks (e.g. IwIP, ulP):

Code size is around 10KB and RAM size can be around 100's of B
(suitable for 8/16 bit micro-controllers), efficient buffer management
(zero copy) , ...

Some limitations (e.g. single interface, single connection)

I artut
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Protocol stack internals

. Issues with general-purpose Device-drivers

v DD development is hard and costly

. Many real-time systems use general-purpose DD (GPDD), possibly
with some adaptations

v Issues with GPDD

. optimized for throughput (high latency/poor determinism)

. FIFO queues between the host memory and the NIC internal
memory

- DMA/IRQ optimizations conflict with predictability

—- Several messages can be buffered and generate a single INT/DMA
transfer; Some operations have no defined time-bound

. E.g. RTnet (Network stack for Xenomai and RTAI) DD for 3SCOM

NICS (rt_3c59x.c) is stated as “non real-time safe”

! artut
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Protocol stack temporal behavior

. Round-trip measurements with Ethernet
(by Pedro Silva)

v Standard Linux distribution (Ubuntu)
. Plain (no RT features) and with RT options active

. High-resolution timer, preemption enabled

v An embedded Linux

. IC NOVA AP7000 — with AVR32 _ g

=

-_—

v Using sockets

- RAW, UDP, TCP

Il
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Protocol stack temporal behavior

. Standard Linux (no RT) - average

210 -
—&— RAW - Direct

188 "% - RAW-Switch  standard PCs (2.4GHz)
E —e— UDP - Direct
= - -m - UDP - Switch 1Gbit/s
m 166 -
A TCP - Direct
o
= TCP - Switch
o A4
c
2
o

193 -

g EEEE L EEEEEE
lm T T T T T
32 64 128 256 512 1024

Payload [bytes]

‘t !ll[l
. ieeta U.

Max extra
blocking
measured:
590us
STD 4-6us

2048
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Protocol stack temporal behavior

. Standard Linux (RT) - average

205 -
—e— RAW - Direct
183 - - -& - RAW - Switch
Standard PCs (2.4GHz) ',
— —e— UDP - Direct /
wn
=2 SR — Max extra
2 161 - e blocking
2 TCP - Direct measured:
O
= TCP - Switch 70ps
T 139 - STD 2-4us
5
o
117 -
95 T T T T T 1
32 64 128 256 512 1024 2048

Payload [bytes]

B
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Protocol stack temporal behavior

. Embedded Linux - average

1400 -

=
—&— RAW - Direct rf
s - - - RAW - Switch J-’J
e i P AVR 32 (140MHz) r
m )
2 - -m - UDP - Switch 100Mbit/s 1/ Ja Maxextra
B YAy op - Direct a/ /* blocking
A e o measured:
2 TCP - Switch " 630us
S 680 - STD 8-10us
=
%
440 -
EDD T T T T T 1
32 64 128 256 512 1024 2048
Payload [bytes] .
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Protocol stack temporal behavior
. Problem of TCP...
— Long, poorly bounded, retries...
256 bytes of data
>200ms !!
250000
g 200000
)
g 150000
E 100000
S 50000 Connected directly
o Conneted through 1 Switch
0
0 a0 100 150 200 250 300
Message number
Embedded Linux -
Il artist
it | mrorro [ e




Real-Time Communication in Embedded Systems © Luis Almeida

-94 -

Protocol stack temporal behavior

. Overhead of the network protocol stack
for different OS/platforms

46 bytes G4bytes w128bytes w256bytes w512 byles w1024 bytes w 1500 byles

L]
o

100 Mbit's
o 21,33
E:
T 20 18,64
E
=
=4
g
i ) 1 Gbitls
< 15 1353
£
S UL L 11,19 11,18 11,14 s 1,04 10,01
)
g 0
-
[%]
8 10 78 69 ™ 63 62 36 38 49
]
8 s 407 4,19
o
e 2,64
0
RAW uppP Tcp RAW UDP TcP RAW uDP TcP RAW UDP TcP
Ubuntu Standard Ubuntu Real-Time QNX Neutrino Linux Embedded
Protocol Stack Time

Communication Time

Il
7

for each OS, type of socket used and payload length
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Protocol stack temporal behavior

. Round-trip measurements with Ethernet

v If the platform is powerful, it is not worth using RAW sockets
. Better exploiting the higher abstraction of IP communication

v For low computing power platforms the difference might be
significant.

v TCP connections may incur very long delays caused by
the error recovery mechanisms
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Some open issues
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Some open issues

. In wired networks (DES or U/NES)

— Combining RT and nonRT nodes in a bandwidth efficient manner
— Improving composability and robustness

. Explore the use of stars to increase the robustness wrt errors and
temporal misbehaviors and enforce partitions (virtual channels)

- How to guarantee non-functional properties with HW-agnostic
software components?
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Some open issues

In wireless networks (U/NES)

Improve synchronization for better RT behavior
For channel spatial reuse, systolic data routing
MACs & routing to further improve energy savings

Virtual channels in large scale networks

. Adaptive resource reservation
Combination of reactive and proactive routing
. To get the best of both worlds, low latency + adaptation
Resilience to interference
Improving frequency multiplexing
Exploiting new techniques, e.g., cognitive radio...
Improve bandwidth efficiency with new coding techniques
E.g., Network coding
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Conclusion of the first day

The network is a fundamental component within a distributed or
networked system (supports system integration)

Real-time coordination in a distributed / networked system
requires time-bounded communication

— appropriate protocols must be used

We have seen a brief overview of the techniques and
technologies used in the networks and middlewares for
embedded systems

Still many open issues remain in trying to improve the timeliness,
robustness and efficiency of the communication

Tomorrow:

it
§

- Traffic schedulability analysis
— Case studies of (flexible) real-time communication
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Traffic models
for scheduling issues
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Real-time messages (revisited)

. A message related to a real-time entity (e.g. a sensor) is a
real-time message.

. Real-time messages must be transmitted within precise
time-bounds (deadlines) to assure coherence between
senders and receivers concerning their local views of the
respective real-time entities

. Real-time messages can have

event or state semantics ﬂ
Real-time !

entity Local views of a real-time
entity

! artut
b | mrorro L te

PECEL AT



Real-Time Communication in Embedded Systems © Luis Almeida

-102 -

Purpose of traffic scheduling

. Traffic scheduling establishes the order in which the traffic is
dispatched

. The traffic scheduling algorithm is essentially executed at the
data link level (determined by the MAC and by local queuing
policies), as well as at the network layer (routing queues) if existing

. It can be distributed, or centralized in a particular node.

. In real-time systems it is important to check at design time if
deadlines of real-time messages will be met

v This is called schedulability analysis

artut
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Traffic models

Arrival network load

Node A__ ._\

Network
T

Throughput < Network capacity

(o,p)-model
(Cruz, 1991)

Departure

Node B

7

Recurrent model

TR I 100

time
( 6, p) t(l) <+—> I ti'me
AW D

24 : rate .

] burstiness = p, (C, D, T/mit, (P),(0), J)

?‘é j Release jitter

L T WC tx time J

qa / Deadline Priorit Offset

Ci[T— R Period Y

I . artut

P time
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Traffic scheduling model

M = {m; (C;,Ti,J;,D;,P;,0:), i=1..N}

I I I Outgoing
DO0M

N incoming

traffic

streams

I

I

1 e,

packet scheduler

EDF
Scheduling RM

policies DM
FCFS
WFQ

Il
7

Knowing the scheduling policy and the
arrival pattern of the incoming flows
allows determining the departing pattern
(including the network delays) of the
outgoing flow

SN T A
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Scheduling policies

. Static priorities
v RM — Rate Monotonic
v DM — Deadline Monotonic
v FP — Arbitrary Fixed Priorities

. Dynamic priorities
v FCFS — First Come First Served
v EDF — Earliest Deadline First
v WFQ — Weighted Fair Queuing

~ Sub cases
v D=T, D<=T, arbitrary deadlines (D>T)
v J>0, J=0 - release jitter, deviation from exact periodic release
v B>0, B=0 - blocking by lower priority messages

Il artit
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Scheduling policy limitations

. The traffic scheduling is frequently imposed by the
network protocol

. The following analysis applies mainly to

v Master-slave systems

. The traffic scheduling can be any!
v TDMA systems

. The traffic scheduling inside each slot can also be any!
v Priority-based arbitration mechanisms
. Such as CAN or mini-slotting (FlexRay — dynamic part)

Il artit
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Computing the Tx time

. Transmission time C

v Maximum_number_of bits / bit_rate + InterFrame_Space

. e.g., TTP/C:
co (SOF (3) + header(4) + data + CRC(16))

2Mbit/s

+IFG(10—100us)

v In Master-Slave systems consider master token + slave answer

Ca Ce

— >

W e e

v Attention: time

- Number of bits might vary with the data value (CAN)
. Bit_rate might vary dynamically with errors in the channel (WiFi)

! artut
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Utilization-based schedulability tests

(recurrent model)

© Luis Almeida

. Based on bandwidth utilization

(Ui=Ci/T))

v EDF: Earliest Deadline First (Dynamic priorities, D=T, J=0, B>0)

v~ RM: Rate-Monotonic

Preemptive task scheduling with
non-preemption blocking

= Ci Bl

single | RM: 2.7+ max| o
utilization ! !
test N C, B
EDF.ZTi+nllaNX[Ti

(Static priorities, idem)

Eime

1,2,4,7,8 1,3
1 |12 |4 8 1 |3
L]
B ECn+1
/N B — non-preemption blocking
< N(2 - 1) 1..8 - messages
B; = max (C))
<] I=1..N

Yy |
lt * '@PORTO
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Utilization-based schedulability tests

(recurrent model)

. Based on bandwidth utilization (U;=C;i/T;)
v EDF: Earliest Deadline First (Dynamic priorities, D=T, J=0, B>0)

v RM: Rate-Monotonic (Static priorities, idem)
i C. B. .
V._ Ly T <i2" -1

N tests RM l_l”N; T T ( )
(more accurate)

i C B

EDF: V._ L4+ 1«1
1.N JZ:; Tj Tl

ik~ 'mroro N
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Response time-based schedulability tests

(recurrent model)

. Based on a response time upper bound (Rwc;)
v FP: Arbitrary fixed priorities (D<T, J=0, B>0)

Consider a 10 messages set with T,=1, T, =2, T4 ;>3 (t.u.)

1,2,3,4,5,6,7,8,9 1 1,2,3,4,5 1

10(1 {2 |13 14 [p|1]|6 [7 [B [I |23 |4 ]1|5]9

critical /EZO

—
‘tlmehne

) RWCg
instant Rwe; =w; +C; bit time

w:+ T ViRwc; < D; => all
w, =B+ ) : C; |deadlines are met

J in hp(i) J artist
k"l mrorro T e
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Computing the response time upper bound

(recurrent model)

. Demand versus supply approach

Submitted WC; load

A
H;(t) | \
S H.(t) =t
Bus time i(0)
time g

Transmission [ Rwe; ‘

request >

DT

% Bus timeline
Higher priority messages

Level-i busy interval w;

]!
b | oo

Rwc, =w, +C,

w,=min(r,,): H,(t) =t

H,(t) = B, +

2

[+
}C
Tj
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Response time with release jitter

(recurrent model)

. Based on a response time upper bound (Rwc;)

v FP: Arbitrary fixed priorities (Static priorities, D<T, J>0, B>0)
with release jitter (J;)

l Periodic triggering
l Effective triggering

Depends on time l" u ﬂ ll lL
t

origin for Rwc

R(J )+w; +C, ~ B

RWCZ' = i

J.+w + 1
Wi:Bi+ Z |7 / Tl —|,C]

! artut
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Response time with arbitrary deadlines

(recurrent model)

. Based on a response time upper bound (Rwc;)

v FP: Arbitrary fixed priorities (Static priorities, D>T, J>0, B>0)
and arbitrary deadlines

Rwc; = max (],- +w;(q)—qT; +Ci)

q=0,1,2...
- J.+w(qg)+7T
Tx requests of message i I
0 Rwe [J 1 wi(@) =B +qCi+ ) : ¢
! > - Yiehp(i) I;
Jinnnni AT [
/ \ Bus timeline
Level-i busy  Higer priority messages

interval w;
The level-i busy interval includes ¢ instances of message i
g gives an upper bound on buffer requirements for message i

! artut
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Computing the release jitter

. Depends on how it is generated (normally inherited)
. Case of periodic tasks

v 1st approach: J=Rwc of sender task
v better approach: J=Rwc-Rbc of sender task (worst-best case)

Mutual dependencies

Root - needs to be iterated
JM1=RWCT1

Event <
Rwcy
< >Receiver task, etc...
Computing the exact WCRT might be too costly...

One possibility: consider WCRT=D Jj +D+ 1
Ty, =J;+B, +Ci+ D, - C;
J

J in hp(i)

b | oo 4
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Getting rid of release jitter

. Break immediate dependencies

v Use a time-triggered model:
v Periodic triggering with offsets

Computing minimal offsets is
equivalent to computing
release jitter !!

[

Sc\ﬁeduling -
jitter
Simplifying approaches
« Use offsets = D of sender
* For local schedulability analysis,
consider critical release (no offsets)

artut
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Scheduling within slots/cycles

(recurrent model)

v

When using slots or cycles whose duration must be
strictly respected (e.g., TDMA, mini-slotting), it is
necessary to use inserted idle-time (X)

However, there is no more blocking! (B=0)

In this case, any analysis for preemptive scheduling can be
used with inflated transmission times (C’)

................... Il | E
1 2 (4|7 1 |3 |8 C =C. *
l l
< ECn X; ECn+1 Time E o X max
duration E X, - Inserted idle-time
1..8 - network variables
This kind of scheduling is Inserted idle-time
not strictly work-conservative compensation factor

[
Ny
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Scheduling within slots/cycles

(recurrent model)

. Utilization-based tests (U;=C’//T;)
v EDF: Earliest Deadline First (Dynamic priorities, D=T)
v RM: Rate-Monotonic Scheduling (Fixed priorities, D=T)

v Without Blocking (B=0) 1T 1 SR 1
v With Release Jitter (J>0) | | | | T | —
i . max( j) |
RM: V,_, > L+ <i@2"-1)
) P T. T
] 1
¢ max{Jy)
EDF: Vizl..N -+ = <l
=l Tj Ti
Can also be simplified to one single test for each policy
I (but attention to pessimism!) artist
it lwroro ey




Real-Time Communication in Embedded Systems © Luis Almeida

- 118 -

Scheduling within slots/cycles

(recurrent model)

. Response time analysis with fixed priorities can
also be used, given the inserted idle-time
compensation factor and without blocking

v Consider the following set of 9 variables with periods
givenby T,=1, T, =2, T, 4 >3

critical instant

t|=0 EC; | EC, | EC; | EC4
Real-schedule 112 1|3 |4 11516 |7 (8|1 |2 |3 |4 11519
timeline
C idered i | B | |
onsidered i 2 13 14 |1 6 71 1213 14 [1 [[5[8]9
the analysis —
timeline
Rw¢; #——+—""+——7""—"— —

! artut
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Scheduling within slots/cycles

(recurrent model)

. Demand versus supply approach

Submitted WG, load

A

/
S(t)
/ Slot service curve

N\

Note: remember that activations

H;(t) = S(t) are synchronous with the cycles

Transmission |:| Rwg;

requestl

v

time

i

~ /
Higer priority messages
from the same node

]!
b | oo

v

Rwe, =min(t): H.(t) =S(t)

Hn=C+ ¥ [ lkc

jin hp(i) j

Note2: also remember that
this analysis (with C’)
considers preemption
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Network Calculus
((o,p)-model)

. Flexible traffic model

v Cumulative arrival at queue i (F;) upper bounded by (ci,pi):
F(t) - F(s) s 0i+pi*(t-s) Voss

v Decreasing priorities with i
v Channel capacity ¢ (ci,pi) 2 TSPEC
v Upper bound on queue i delay D;

in bits
O A .
g o} ; J Stability
b5 / ZO‘ + max (C ) conditon
8 _——1— F — /<N Vo
= i —
e p== ¥,
GO R ! i—1 ’ o4 J
time C— /=1

P
j=1

rtist
b oo T e
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Network Calculus
((o,p)-model)

. Network calculus is generally more pessimistic than
response-time analysis

. However, it is more general (applicable to arbitrary traffic
patterns) and allows determining a bound to the burstiness of
the outgoing traffic (¢’;) and consequently to the buffer
requirements of that flow

. This is very important for hierarchical composition of network
segments

i—1

O.+ max(C.)
I ivgjen

' :1
ci=0+p *:

i—1
C —

P,
|

Il J=
0
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Using scheduling tables

. Some systems use static table-based
scheduling (e.g., WorldFIP, TTP/C...)

. The schedule is built off-line and it is typical to
use optimization techniques to optimize the
schedule

v e.g. wrt to jitter or end-to-end delays

controlling the offsets.

. The table contains a number of micro-cycles
that form a Macro-cycle, which is repeated in an
infinite loop

uc — MDC(TI) (GCD) O, =0,C;=1ms,

MC

/

MC = MMC(T)) (LCM) ?jgls GCD=5ms>UC
2=1VMS 1 T CM=30ms>MC

‘t !llrl Ts=15ms MC={6uC)
. ieeta
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Constraints imposed by the MAC

~ Minimum transmission period
v e.g., TDMA round cycle, or microcycle in Master-Slave

. Jitter in Token-Passing systems
v due to the irregularity of token arrivals

. Blocking term in asynchronous systems
v no offset or phase control

. Inserted idle-time
v in synchronous systems with variable size data

. Dead interval in polling systems

v to handle aperiodic communication requests
. e.g. Master-Slave, Token-Passing

Il artit
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Further constraints

. Several forms of Blocking
v FIFO queues at the AL deadline
- Attention to the protocol stacks! e sMm1 ][ sm2 ][sm3]

v FIFO queues at the DLL . SN S | TSl
. Attention to the device drivers! s d\' Lsw2 |

v Causal effects in 1xN switching =~ Nodel - Ty S (5]

v .. ) ' ’fle time
.~ Some of these may also cause release jitter

. FIFO queues have poor temporal behavior and can
lead to large blocking periods

- Response-time analysis for FIFO queues is still needed

I artut
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v

v

Some open issues

Combination of periodic and aperiodic traffic
v With temporal isolation = handle aperiodic traffic with servers

Robust communication

v On-line traffic scheduling with admission control
and traffic policing

v Adaptive mechanisms to provide best-effort communication
under uncontrolled interference

Response-time analysis for switches
v Bears some resemblance to multi-processor scheduling

Release jitter computation
Jitter control at the device-drivers level
Composition of segments

artit
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Rewinding
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Rewinding...

. Computing the network delays requires knowledge of
the protocols used

v Different traffic scheduling policies require different analysis

« Many of the existing analysis are still pessimistic >
lead to low efficiency
v Mainly utilization bounds
. And worse with blocking, release jitter and offsets

. The whole protocol stack must be revisited for
improved temporal behavior

artt
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Some practical examples
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CAMBADA
A RoboCup MSL soccer team

ey e Y T S S " —

p - - v (il Robots functional architecture

i 3 R 1
‘ 3 Vision Sensorial
interpretation

RTDB “ Intelligence
and

http://www.ieeta.pt/atri/cambada/

Wireless a
Comunication “ Coordination
Higher-level| i §
communication

handler

Coordination layer] Low-level

|_ L
) Lov_ver -level | Motion Odometry
sensing&actuation layer
(CAN-based distrib. system) | Kick System monitor
B I

Lol gl
RS | L

o i artist
U wporo [ e
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ST

CAMBADA
Robots architecture

-

Control architecture Hardware architecture

e GlODal vision
' webcam

Gateway ja=
) ) FIT o
Visual tracking & MFTT
% behavior coordination Master
o pYT [Motor1|Odom1] 5 domet| ickar]
Kick
T o, Holonomic control controller Tmmztzc[%cg&% o

( —Zg@ Motor controllers

(Uy) (Us) (Us)
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C -'
Lower-level sensing and actuation Iayer
—

Distributed control system .

Controller Area Network (CAN) at 250Kbps ||
3 DC motor drives, 1 holonomic controller, .
1 odometry manager, 1 kicker and system [ | S
monitor, 1 gateway — —
2 - . - . : >

main information flows: holonomic — <
motion (30ms), odometry information (50ms) .

- -
Local cyclic activities: DC-motor closed —
loop control (5ms), encoders reading(10ms)
Unsynchronized chained cycles may
cause large end-to-end delay and jitter
I ———— _ artist
U mrormo) [inmmns e pere e Ao | L e




caMiapa
Lower-level sensing and actuation layer

How to synchronize activities | -
and communications to provide
bounded end-to-end latency N
with low jitter? ] ~—]
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Lower-level sensing and actuation layer

Da

;-z

Two implementations

. Unsynchronized direct use of
Controller Area Network (send/receive)

. Synchronized framework based on FTT-CAN
(Flexible Time-Triggered CAN)

| )
SR EEEEEE

.

Trigger message sent regularly by the Master every
Elementary Cycle:

FTT-CAN
replicated masters

Triggers synchronous messages and tasks

: artist
it" | worro T g




Real-Time Communication in Embedded Systems © Luis Almeida

- 134 -

Information Flows

Da

;

e,
)

< 8
< ) I

-

Il
b |
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Low level communication requirements

ID Source Target Type Period/  Size Short description
mit (ms) (B)
M1 Holonomic ctrl Motor node Periodic 30 6 Agregate motor speeds setpoints
[1:3]
M2 Kicker Gateway Periodic 1000 2 Battery status
M3.4 Motor node Odometry Periodic 510 20 3+3 Wheels encoder values
M3.3 [1:3] node
M4.4 Odometry node Gateway Periodic 50 7+4 Robot Position+orientation
M4.2
M5.4 Gateway Odometry Sporadic 500 7+4 Set/Reset robot position+orientation
M5.2 node
M6.4 Gateway Holonomic ctrl ~ Periodic 30 7+4 Velocity vector (linear+angular)
M6.2
M7 Gateway Kicker Sporadic 1000 1 Kicker actuaction
M8 M2 Every node Gateway Sporadic 1000 5*2 Node hard reset

vl

ieeta (B PORTO
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Low level communication requirements

ID Period/mit Prio Size MaxSize C (ms) C (ms) C (ms) Rwc(i) (ms)
(ms) (RM) (B) (bit) @125kbit/'s @70kbit/'s  @50kbit/s  @50kbit/s

M3.1 10 1 3 85 0.68 1.2 1.7 4.2

M3.2 10 2 3 85 0.68 1.2 1.7 5.9

M3.3 10 3 3 85 0.68 1.2 1.7 7.6

M1 30 4 6 115 0.92 1.6 2.3 9.9

M6.1 30 5 7 125 1 1.8 2.5 12.4

M6.2 30 6 4 95 0.76 1.4 1.9 19.4

M4 .1 50 7 7 125 1 1.8 2.5 21.9

M4.2 50 8 4 95 0.76 1.4 1.9 28.9

M5.1 500 9 7 125 1 1.8 2.5 31.4

M5.2 500 10 4 95 0.76 1.4 1.9 49.6

M7 1000 11 1 65 0.52 0,9 1.3 50.5

M8 1000 12 2 75 0.6 1.1 1.5 78.4

M9 1000 13 2 75 0.6 1.1 1.5 79.9

M10 1000 14 2 75 0.6 1.1 1.5 81.4

M11 1000 15 2 75 0.6 1.1 1.5 88.0

M12 1000 16 2 75 0.6 1.1 1.5 89.5

M2 1000 17 2 75 0.6 1.1 1.5 91.0

Utot 33.6% 60% 84% artirt
“[MAPORTO] Utot BT  40.4% 72% 101% M '2'
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caMBlapa
Cambada - Information flow with FTT

Motion (FrT-can)

YRR F YR N
5/ 74

Gsteway

onomic Ctrl | | | | | | | | | |

- /[~ /[~
- = |
Motor3 \*m \*m

Odometry (FrT-can)
. Vi 1wl ol lw )
wotor 1 | [ pif/nl m m o m om omomn mon m/ ol m
oo PIC B M A\ m oA moA moAa moAa m Al m
wos VML B /0 Al M A m A m oA m A @ Al m
odometry G S - - - T
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caMBlapa

Cambada - Information flow with FTT

Motion (FrT-can)

el B 11T
37

Gsteway

Pttt
%

Holonomic Citrl | | |

oo /[ >m /[ >
ot (—m (
Motor3 \*m \*m

_— I Ton T T o TJ?T

woors [ n i/ el mon omom mon omom m/ﬂ\i

woe 0 "L A M0 Bl m om m @ m on o m n m n

wos I ML A /M @ M A M B m A m 6 m H\/W
Odometry Ci e T T T /I

b | oo

Sync better
than 130 ps
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mmmmmm



Real-Time Communication in Embedded Systems © Luis Almeida

-139 -

vl

ieeta

Results

Virtual elimination of periodic message jitter

Shorter end-to-end delay for message with longer periods
(Holonomic motion flow)

Acquisition of the 3 wheel encoders are synchronized

Measure Without FTT (ms) With FTT (ms)
Setpoints from Gateway to
actuation on motors Q&B to 64.4 26.710 27'7>

Encoders acquisition to

Gateway reception of actual <12 to 21 21.6 to 21 7>
position
V. Silva, R. Marau, L. Almeida, J. Ferreira, M. Calha, P. Pedreiras, J. Fonseca. Implementing a distributed "gtu-t
I“PORTO sensing and actuation system: The CAMBADA robots case study. IEEE ETFA 2005, Catania ltaly, Sept 2005.
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The value of synchronization

The odometry manager uses the values of all 3 encoders to
update the current robot position and orientation.

If the encoder information is not sampled synchronously
there will be an extra error

10ms of difference, when moving at 2m/s, may induce (per
sec) an error of 2cm in the linear displacement of each motor
(~1cm in the robot displacement and ~4.6° in orientation)

Jitter in this difference (e.g. as caused by drift in the nodes
clocks) causes this error to be incremental

Unsynchronized

streams € Precise movement control
I m i m W= requires
: precise synchronization

artit
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CAMBADA
Synchronizing the higher and lower levels

. The higher-level coordination layer and the lower-level
sensing and actuation layer are still not synchronized

— Camera frames and lower-level cycle are not synchronized

- Causes large and variable delay

. We can save ~70ms
-~ Being addressed.. /

700 : /
Histogram /
600 - 7
. ? 500 e
.' ——r e ———— 400 S N N O S
- (VRO)R) i _
’ —>?—> S o N O N o e
(V2 (_l 200 e T e B e B e R e O s R e T e
Ry :
(U) (U,) (Us) 0 i
°o 2 8 3 % 8 8 2 2 8 8 88 ¢ 2 8
- - - - - - - -~ rt
y

Y

.t! 1 wroro] End-to-end delay (ms)_{/_

---------
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The RTDB middleware

© Luis Almeida

ST

]

CAMBADA

Nodes share data with a Real-Time DataBase that holds

- Local sensor/state data gathered from local processes
- Images of remote data updated transparently with RA-TDMA
- Remote data used as local, transparently, with age information

RA-TDMA

RTDB + RA-TDMA
currently used by two top
RoboCup MSL teams:
-Cambada (UAveiro)
-TechUnited (TUEindhoven)

™
~
B

> <+
y !
AGENT 0 / -’ AGENT 1 '|] \

shared Rt shared : ]

- \ |

- |

!

o +

I ageant 2 ] | ageant 2 |

local local

Z % o

AGENT 2

shared

172'* 4 b

I agent 2

local

| roton)
vision )

\
\
D

F. Santos, L. Aimeida, P. Pedreiras, L. S. Lopes. A real-time distributed software infrastructure
for cooperating mobile autonomous robots. ICAR 2009. Munich, Germany, 24-26 June 2009.
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Iferpacet ey s
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Adaptive (A-)TDMA

Team members transmit in sequence

TDMA set on top of CSMA-CA of IEEE802.11

ST

-

CAM

MBA DA

Virtually eliminates collisions among team members

Fully distributed synchronization based on frame receptions

Shifts phase of TDMA round to match periodic interference

Time constraints > TDMA round period Ttup

broadcast

gmnchronized periodic|

==o [NOR
o L
=s0 |
200 |-
100 v‘“r“v“‘ L |
o 10 20

Time (s)

Adaptive TDMA
(less losses)

o L i
2s0 i
=00 | H
150 H
100

so
o 7o  =o 6o 7o =o

4 o

1 \ N \

H wain \ N

1 \

\ “ N

% % tup-; > ‘:\*

: 4
E M, Ms,i «0 M,
H a 4
H T . | < E
Xwin
t

Time (s>

If 0<0,<A then tex = thow+ Tp+max,(0,)
round period will be within [ Ty, Typ+A |
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Reconfigurable and Adaptive (RA-)TDMA

. Dynamic reconfiguration of the slot structure

— Robots join and leave dynamically
. crash, maintenance, movements...
— Slot structure of TDMA round need not be predefined

. Number of slots continuously adjusted as needed
— Fully distributed — minimal a priori knowledge

4 Ttup A 5 4
2 running j
54 M, . V
robots: i BT
tno‘w wain ) 'l
t

next

. S -
3 running

o)
I’ObO’[SZ ‘ MZJ «—i > M4,i

‘&

\ 4
LF-‘L’

<

-
]
A

4

" g
now win t. artut
b | oo e
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Imterval Time (s)

0AZ4 =) Bog B BoE BE A B F S & HE B 8RS RS RN 8 D% D % e mE B omE oma
01l - TN = | e 3 A - S (L - VA '__'__I T o i Ve W it i . T S S, L
o A o o W B ot ot o AN e o o S
DML w s omc o B oaE Bx ¥ B uE & s 85 4
.84 - - - - - 2ndrobot joins
D07~ - / 5 mr o Ex aE & R g
DBt = = = & :
0.05 -
0.04
0.03
0.02 o
0.01 +
.00 —

vl

caMBlapa

Reconfigurable and Adaptive (RA-)TDMA

only 1
robot

2nd leaves

. |'1.-f-ﬂ“ "'f:\‘"'-.-’1f"-.r‘x,~"u"~.f'-.r\;h."_ WA

Hpy R, - |
4= Srdjoins - - - K]

| wAgent5|

|
4

!

Total Time (s)

artut
5 —— F. Santos, L. Almeida, L. S. Lopes. Self-configuration of an Adaptive TDMA wireless communication % “'
m.l ORT( protocol for teams of mobile robots. ETFA 2008. Hamburg, Germany, 15-18 September 2008. T
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Reconfigurable and Adaptive (RA-)TDMA

. Using an AP simplifies team membership definition and
speeds up the agreement process for reconfigurations
- Topology becomes virtually fixed
- Agreement takes about one TDMA round

. For all nodes to reach consensus on the reconfiguration to be done
- Synchronization takes a few more rounds (bounded)

. For all nodes to synchronize with the new round structure

Legand: N - Mot running | —Insert R —Ruming  r— Remove

A ; ; : 4 : S : : ' ; A : : ' ; : 4 f

Agent 0 _|R[RIN] - RIRIN] RR[I] - [R[RR]: 5 RIR[R : R[rIR|: 5 RIR[R: 5 RIR[R|:

Agent1 _ RRIN] RIRTI RIR[R] . FRIR . _RRR . RRR|: RIRIR]:

Agent 2 L I_?Rll Rl:RRI RFIR; RRR'; : RﬁlR; REE
i | | i i | || i | i | i i [ i | | ,
I | | I I | I I I | I I I I | | I I I | | 7
® ©0® ® 6@ & 00 ® © ® © e

ik" 'mroro T
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caMBlapa

Reconfigurable and Adaptive (RA-)TDMA

Main advantages

-~ Absence of a fixed TDMA round structure

— Fully distributed startup procedure with minimal configuration

— Further contribution to reduce collisions

0100

0.080
0.080

0.040

Interval Time (=)

0.020

0.000

0.020
0.080
0.070
0.080

Y e

£ o040

0.030

£ o020
0.010
0.000

A-TDMA (2 nodes/10 slots)

in sync: 50%
lost packets:1,2%

RA-TDMA (2 nodes)

in sync: 97%
lost packets: 0,3%

24 25 26 27 28 30 31 32 [ M B B F OF P O N 43 4 4 46 47 45 4 H B B B B B & % k

Time (=)
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RTDB — Age of the data

Real-Time Communication in Embedded Systems © Luis Almeida oo

. No global clock synchronization - use age (relative)
\*//l/ \*/comvgvrsﬁg:tion
robot 1 robot 2

0™ i

RTDB RTDB

t1 t2 t3 t4 time
(tx — local timestamps)
t1 — Robot 1 produces and writes data into the RTDB
t2 — Communication protocol fetches data and also sends age (2 — t1)
13 — Robot 2 writes robot 1 data into the RTDB and subtracts ( {2 — 1) to {3
t4 — Consumer reads data and total data age
age = t4 — (13 — (12 — t1)) + wireless_communication_delay

I artit
k" mrormo L e
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© Luis Almeida T

-

CAMBADA

RTDB — Age of the data

. Maximum age (worst-case)

Data
Production

Data produced just after a
communication broadcast

% I % robott Data consumed just before a
\;vireless communication new reception from rObOﬂ,
| | robot2 with updated info

Wireless communication delay
.4

max data age min (Trcpp ’ Tdup g T;‘up ) + th + (Tdup * 7—;up )
/ N\

b | oo

*4
Producer N | ~ o |
period Network period for this item % artist
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CAMBADA
Wireless communication dela |
y wt
b) without Adaptive TDMA a) with Adaptive TDMA
1400 12000
¥ - Clean channel (team only) %  Clean channel (team only)
* % Interference: 1KB at 10ms +x Interference: 1KB at 10ms
1200+ 5 -+ - Interference: 1KB at 5ms 10000 - * =+ - Interference: 1KB at 5ms
* x :’
1000} : SRt :
®Exd 8000 i
o e E kY ;;
i iy ™ b 6000 §
600 * -y 0
® o y ok
* St * i X ks
o L 4000 X
X 7 o o
00 s 7y o
Sl : + k Lo
200} *- x ._+ X,_ 2000 . +
o -. x, . FiE AR
_.)F_I-_’__- *'. 'x.'*'-+_ cE % TN
0% %k ' Xk ey g o E e 0 ¥ -
0 0.005 0.01 0.015 0.02 0.025 0.03 0.005 0.01 0.015 0.02 0.025 0.03
Transmission delay (s) Transmission delay (s)
Configurations: Managed communication; 379 bytes packet size;

4 robots;

T. =350ms

tup

All robots start communication at the same time using an external trigger signal

it']
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The CAMBADA robotic soccer team

Videos...

2

|CAMB DA

¥

]!
b | oo
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FTT SE http://www.fe.up.pt/ftt/
Flexible Time-Triggered Switched Ethernet
Keeping under control the traffic load submitted to a switched network
v Schedule traffic per cycles
v Submit only the traffic that fit in a cycle
v Eliminate memory overloads FTT master
v Support full priority scheduling Trigger message
Nodes reaction to the TM in a . -
SRT given EC Ethernet switch
A( ) Broadcast to all P v .
B(.. nodes |uj |dj s = . ‘
@ SM, v M
> [T L™
FP, EDF
A 15 e B
FTT master i M nodes i Switch with M ports

R. Marau, L. Almeida, P. Pedreiras. Enhancing Real-Time Communication over COTS Ethernet switches. ortU't
WEFCS 2006, IEEE 6th Workshop on Factory Communication Systems, Turin, Italy. June 2006.
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FTT-SE
. Scheduling model for periodic traffic
— Set of periodic streams (synchronous traffic)
SRT = {SM;: SM,(C;, D;, T;, O, Pr;, S;, {R';.. RK}), i=1..Ng}
— Scheduling with multiple queues
— Strictly confined to the Synchronous Window per EC

| ™ Sync window asyncwin || Scheduling equation (building ECs)
g LSW ‘ tilme
EC max | > C; |< LSW - max ¢,
rJ SM el SM el
®\‘ Global . '“‘“/ ’
— u =
=T SR L Wl max | max (f;) | < LSW
=i —— Josm el
— 14 — le L.sw Memory bounds
my <~ EEE L max;., ", pP) < (LSW=-2)*r8

Uplinks / Downlinks

artist
L. : veiro w—%;., “'
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FTT-SE
. Testing schedulability of periodic traffic
. Basic scheduling model:
- Schedule within partitions with strict time bounds
- Use inserted idle-time (X)
. There is no blocking
. Any analysis for preemptive scheduling can be used
with inflated transmission times (C’)
1 2 |47 1 3 8 C.=C.*
EC, Xy EC,. Time E—-X .
<duratlonE .............. > Xn ) Inserted idle_time
1..8 - network variables
We will ConSider C, as C and use |nserted id|e_time

L. Almeida, J. Fonseca. Analysis of a Simple Model for Non-Preemptive Blocking-Free Scheduling. “3
Proceedings of ECRTS’01, EUROMICRO Conf. on Real-Time Systems, Delft, Holland, June 2001.
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FTT-SE
. Testing schedulability of periodic traffic
— Interference in uplinks appears at downlinks as release jitter (J)
— Utilization bounds are important for on-line QoS management
. With release jitter they can be applied to each link separately
‘ Synchronous Window ]
saser o Y ror each linkc
d i . max J
; j o j=l.. lub .
Node Ao { OMI | SM2 I SMS | o Vi n Z + <U RM .EDF (i)
B -1, T
€ T J J !
u [ sma [ sms5 |[SMe] . max J;
Node B |-+ peeeeageevee - T C - 1
d| r™ SM2 Z i, i=l.n SU}?Z\?],EDF (n)
= = 5
Node CH i N E
| T™™] SM4 SM3 [ SM6
- “ 1o time

R. Marau, L. Almeida, P. Pedreiras, K. Lakshmanan, R. Rajkumar. Utilization-based Schedulability Analysis "gtu-t

[E |||494;)Jagjyé)g for Switched Ethernet aiming Dynamic QoS Management. IEEE ETFA 2010, Bilbao, Spain, Sept 2010.
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FTT-SE
Aperiodic traffic
— Set of sporadic streams (asynchronous traffic)
ART = {AM;: AM;(C;, D;, mit;, Pr;, S;, {R';.. RK}), i=1..Ng}
— Scheduled after the synchronous traffic
- Non-real-time traffic (IP...), scheduled after asynchronous one

: Elementary Cycle

. L
:-“_ ,.-‘i .
{ Guard Turn- :Synch window; Asynch winde w Buard Turn— AM arrives

I window around & window ! ’
HH—HHHH . AM polled

: : : : : : : x / .
acter P | ™ | | ™ | : [] y AM transmitted
down BE : ¥ /
S5, Lsig .. Lpoll

™

--------- 1] I II """ DI I

down TM [raeannensde” ol m | .
[} 1 —1 = —
: : _ _ : : Signaling message
up 1-' ...... | |B|
Slave A down E T E :il"" n E H ™ |: E .
RO = K1 AM_Rt; = Lsig + Lsch; + Lpoll
! . . — ; artut
— R. Marau, P. Pedreiras, L. Almeida. Asynchronous Traffic Signaling over Master-Slave Switched Ethernet “'
' protocols. RTN'07, 6th Workshop on Real-Time Networks, (satellite of ECRTS07), Pisa, ltaly, July 2007
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FTT-SE

. Same triggering for all traffic

— Aperiodic traffic is signaled to the Master
— All traffic scheduled in an integrated way

Synchronous + asynchronous RT + Non-RT
Everything encoded in the TM

Elermentary Cycle

< >
Real-time window _, MRT window
Sy ncwind ow if:gg:
_ < >€ >
o TV ] E
MBEtEF " -u-u--u-u-u-u-u-u---.-.-----:----------.-.u-u-uu- --' -------
d: : | 1P BCST
¥ sMi]| smz || sms AM31 /IP BCST
Node A " !"' I " I R rrrrrrrrrrrrrer] P
d[{™] : a
vodes " [ome Qo) |y JueTl e
dfi ™|~ SM2' i am31 [ | 1pBcsT]
Node C | Y ; AV A VIR
dl [TM] | sm4 | sm3 | | Am31 | IPUCST | IP BCST!I
>

---------

- ' artist
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Server-SE (server-based FTT-SE)
. All aperiodic
— Uses aperiodic mechanism of FTT-SE
— All traffic handled through servers
. Servers controls encoded in the TM
- Aims at managing servers dynamically
Background Async requests  SCTVers for  Stream with randomly
servers for |= — Sp@ClﬁC types . 10 arriving requests
nodes =l =] |= — of traffic |
Bse B = E‘ 5 - N -
*° Bserv, SCrva_d % 5 10 15 20 25 30 35
— Inter-artival time #EC)
'\ servd— 0 N
— A g server, sl Samg stream after 1
Admission < ol passing through a |
control Traffic to |— sporadic server with
be polled [= “f ket 5ECs |
be polled Master node U one packet every N
Inter-arrival time #EC)
! [E : Ricardo Marau, Luis Almeida, Paulo Pedreiras, Thomas Nolte. Towards Server-based Switched Ethernet for "gtu-t
IIIJP&&;HERQ Real-Time Communications. Work-In-Progress Session, ECRTS 2008, Prague, Czech Republic, 2-4 July 2008.
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Server-SE

Ball on plane

p Experiments with
paltrorm

FTT-SE / Server-SE
and plain SE

# Processo Fisico
. BolanoPlana 7

(see videos)

Sensor Controlador Actuador

. Total load varied between
I, \/ . .
. 18Mbit/s and 91Mbit/s

e o T _’:___: e
v | \ 1 short control packet
' ! together with 2 long
Cimara Cimara video frames
Vigilancia Wigllancia
il 2

Without isolation, too high load causes
control packet losses and large jitter

\

Surveillance cameras

vl

Nuno Figueiredo. Controlo Distribuido de Plataformas para Experiéncias de Mecatrénica.
Master Dissertation. University of Aveiro, July 2008. (in Portuguese)
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QoS adaptation with FTT-SE

FTT maSterD Two dimensional problem:
. Adapting a VBR source to a CBR
™| channel

LGS o | . Adapting the CBR channels bandwidth
— exploit BW released by streams that are off
— reduce the use of too strong compression
upon operator request

MJPEG encoders VBR bit streams

J. Silvestre, R. Marau, P. Pedreiras , L. Almeida. On-line QoS Management for Multimedia Real-Time QrtU't
Transmission in Industrial Networks . IEEE Transactions on Industrial Electronics, 58(3), March 2011

gl
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A distributed monitoring system

. VBR - CBR adaptation

— qis the compression parameter

— It determines the size of each frame

— Typical model of stream BW (R) and q

al
R Digcard frame area

—_— W
Rl ® 1'.'] ' Change (o5 paramerer ares .
h.-E o . - 1FII L I:'r
R, E,W-" -
H' H. 3 *1 r :
" ® Rpw RE w, ~ 36
q=q*=q-=gt'=qf & o Change Q035 Darareer ares

a} Frame discarded Feduce g T or both
B} Frama above target coding bt rate, reducs q, T o both

c] Frame belowtarget coding bit rate, mcreasa q, T or bath
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A distributed monitoring system

. Adapting multiple CBR channels

— Streams are not always ON

— Maximize total BW usage

20
IE, CE T (T [T ..Ic..H.. A T [T
18
1[40 fT-40_|T-d0_|T-40 |T-40 |T-d40 |T-40 |T=d0
1E[r=50 Jresa__|r-s0Jf=us Jreas lr=s0 s |resi
15
111? _______________________ SLE R SR SR EER
13
B e e —_———
& 1 - ]
B 0T 5 0 (7 T T ) (NS D
=  ojtkz  Jorz  |red0 fi=eo  fi=ed foFs CF3
e e Lo o i O =5
Jir=40 fr-se fers T =20 T4 fi-a0
BIP=50_ " T80 JCP3 JCF3  W-60 W=D 160
5 1] =5 |T=00
N1 I FTRET = FTT R G R
R 0 L Ll L
2 =50 T=tog { O J1=ia0 feEv ]
| "=t =60 =F0

|

s A=, B0= Hls 100= 10s  1480s 160 sacamd
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A distributed monitoring system

. Adapting multiple CBR channels

— Evolution of the Quality Index (Ql)
comparing to statically allocated channels

oI = O 2/ 2O-fo-g
P22, A2 2 2
- - Q=01 £280 0,0, f7+g" 0,0,
00 =] 22N T =091 |
400
W™ i | 4
R (e T e TF3
A Wl -
apaan -ﬂ-‘ T __'“1
e sean | s [r=a i [T S—
|:| - _I__—-'—l— e e e e e R e e A b i e P R
10040 g
_II G l‘?‘-l':: ik (ST —
R Tt e leen S
100 -
b —— Crmamic <=0 F980 |E:tmr Q=0 5107
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A distributed monitoring system

5 Mbit/s 1 Mbit/s

Vv after 20s VvV
1 Mbit/s 6Mbit/s at all times 5 Mbit/s

artut
b | worro T g
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The iLAND project:
dynamic reconfiguration

© Luis Almeida

http://www.iland-artemis.org/

. Service-oriented real-time middleware for
deterministic and dynamically reconfigurable applications

Display 1

& g

User Terminal Cam 1

Initial prototype

b | oo

Camera 1

(y——

Camera 2

(a)——

Camera 1

Display

—

SOA modeling

with implementations
Display
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- Hard Real-Time Ethernet Switchin
FTT-enabled switch :

http://www.ieeta.pt/Ise/hartes

Providing timeliness, flexibility and high robustness in
switched Ethernet networks

v Enforce negotiated channel characteristics (policing)
v Reject abusive negotiated traffic (filtering)
v Confine non-negotiated traffic to separate windows (selection)

Internet FTT-enabled switch
browser
I:I Trigger
l . ‘ * message
Il\l
: -switch
-switch \. L {
—il | | A
e -\L moE i . Pl
\ E []
RR-switch [ ]
\ l} [ | { [ | f
!U R. Santos, R. Marau, A. Oliveira, P. Pedreiras, L. Almeida. artit
- Designing a Costumized Ethernet Switch for Safe Hard Real-Time "'
ie et I“el?@eﬁefc@%veiro Communication. WFCS 2008. Dresden, Germany. 21-23 May 2008.
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FTT-enabled switch
S

] ] " . /// \\\\ _ ] ! . »
. Aperiodic traffic confinement Ty s T time
1 1 X
] ’ l‘ Ll
i . Histogram
Histogram P y g EC (1ms)
aoon - 7 -
10800 o 5 RT Window | NRT Window
5000 . ; _
2 000
B000 A 14
,, oo S, 4000
g §000 §
%_5000 E-BDDD
g o0 ‘\\ - >
3000 << e
2000 = __-m
1000 ﬂ
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Reception Times of NRT Traffic wrtthe TM {ms)

Submitted traffic

1000B packets, Ty, =2501s Outgoing traffic

Offset wrt the previous TM
Reaqularity of T_TM,,, = 1,000ms NRT window - 50% EC
g o T_TM,,, = 1,0003ms
T_TMpi, = 0,99998ms

STD_TM = 138ns artist
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FTT-enabled switch

. Traffic scheduling and management

— Supports online admission control and dynamic QoS management
— Allows arbitrary traffic scheduling policies
-~ Reduction in the switching latency jitter

. Traffic classification, confinement and policing

— Seamless integration of standard non-FTT-compliant nodes without
jeopardizing the real-time services

— Asynchronous traffic is autonomously triggered by the nodes

- Unauthorized transmissions can be readily blocked at the switch
input ports, thus not interfering with the rest of the system

sartt
b | worro T s
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Hierarchical traffic scheduling

- >
/ \

Aynchronous Window
(LSW) (LAW)

' { \- = =
First Level (= ) C ™= )

SW — Polling Server
AW — Polling Server or a
Deferrable Server

Second Level
Manages the sporadic and the NRT traffic

Third Level
Implements specific servers, constituing virtual channels

R. Santos, A. Vieira, P. Pedreiras , A. Oliveira, L. Aimeida , R. Marau, T. Nolte.

P ! l] Flexible, Efficient and Robust Real-Time Communication with Server-based Ethernet Switching. s artut
] WAPORTO WFCS 2010. Nancy, France. 18-21 May 2010. A "
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© Luis Almeida

Proposed functional architecture

Master Module (MM)
- Implemented in Software

Switching Module (SM)

— Implemented in Hardware

SM informs at the beginning of
each EC the MM which server

messages have been received in

previous EC.

MM computes the scheduling and
communicates it back to the SM

The SM enforces the respective

transmissions

B§PORTO

Onput Ports
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Hard Real-Time Ethernet Switching
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Experimental results

Elementary Cycle = 1ms; Asynchronous Window = 54%
Implemented a Sporadic Server with C =3000Band T =2 EC

Slave1 sends 150B size RT messages handled by the
sporadic server.

Slave 2 sends 600B size NRT messages

FTT-Enabled Switch ; . . . .
with Server-ased Scheduling a MRT (M4)

Used Efhdwidth (Mbis)
[ [} =

PECEL AT
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Experimental results

. Elemantary Cycle = 1ms; Asynchronous Window = 42%
. SS1, SS2 — sporadic server with C = 3200B and T= 1ms
. BS — backgound server uses the remaining bandwidth

Ay ot heching Video SS1 equal to Video BS
Peak load = 21.9 Mbps
UDP SS2

Average load = 48.9Mbps

aaaa
-

.

.
”

T 35‘35

-
1
|

Il:ﬂlrl

EC -1 ms
- -
SwW AW GW
42Mb/s 42Mb/s 16Mb/s
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]

Experimental results

© Luis Almeida

Mnani o

Hard Real-Time Ethernet Switching
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Adaptive surveillance system

. QoS adaptation of communication channels
with the FTT-enabled switch

server
QoS conf.:
1- Higher r21 QoS conf.: QoS conf.:
2- Lower server 1- Lower r22 1- Lower
3- Lower 2- Higher server server 2- Lower

3- Lower 3- Higher

® Ik

. stream

-

See video
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Wrapping up — Global conclusion

b | oo
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§

Conclusion

The network is a fundamental component within a distributed or
networked system (supports system integration)

Real-time coordination in a distributed / networked system
requires time-bounded communication

— appropriate protocols must be used

We have seen a brief overview of the techniques and
technologies used in the networks and middlewares for
embedded systems

Still many open issues remain in trying to improve the timeliness,
robustness and efficiency of the communication

i artist
U wporo T e



Real-Time Communication in Embedded Systems © Luis Almeida

177 -

Bibliography

. N. Navet, F. Simonot-Lion (eds.). Automotive Embedded Systems Handbook. CRC Press,
2008.

. Richard Zurawski (ed.). The Industrial Communication Systems Handbook. CRC Press, 2005.

y B. Bouyssounouse, J. Sifakis (eds.) Embedded Systems Design, The ARTIST Roadmap for
Research and Development. LNCS 3436, Springer 2005.

y Le Boudec, J.-Y., Thiran, P., Network Calculus: a theory of deterministic queuing systems for
the Internet. Springer-Verlag, Vol. 2050, 2001 (available for free download).

. P.Verissimo, L. Rodrigues. Distributed Systems for System Architects. Kluwer Academic
Publishers, 2001.

. J. Liu. Real-Time Systems. Prentice-Hall, 2000.
. Krishna and Shin. Real-Time Systems. McGraw Hill, 1997.

. Kopetz H.. Real-Time Systems: Design Principles for Distributed Embedded Applications.
Kluwer Academic Publishers, 1997.

i artist
Eef! I e

o



Real-Time Communication in Embedded Systems © Luis Almeida

- 178 -

Other suggested reading

- J.-D. Decotignie. Ethernet-based Real-time and Industrial Communications. In Proceedings of
the IEEE, volume 93, pages 1102-1117, June 2005.

. 0. Redell, J. Elkhoury, M. Torngren. The AIDA tool-set for design and implementation analysis of
distributed real-time control systems. Microprocessors and Microsystems, 28(4):163-182, May
2004.

v J. Stankovic, T. Abdelzaher, C. Lu, L. Sha, and J. Hou. Realtime communication and
coordination in embedded sensor networks. In Proceedings of the IEEE, volume 91, pages
1002-1022, July 2003.

. P. Koopman. Critical Embedded Automotive Networks. IEEE Micro, IEEE Press, July/August
2002.

. dJ.-D. Decotignie. Wireless fieldbusses — a survey of issues and solutions. In Proc. 15th IFAC
World Congress on Automatic Control (IFAC 2002), Barcelona, Spain, July 2002.

’ Thomesse J.-P.. A Review of the Fieldbuses. Annual Reviews in Control, 22:35-45, 1998.

. M. Torngren. Fundamentals of implementing Real-time Control ap&lications in Distributed
Computer Systems. Journal of Real-time Systems, 14:219-250. Kluwer Academic Publishers,
1998.

. Malcolm N. and W. Zhao. Hard Real-Time Communication in Multiple-Access Networks. Journal
of Real-Time Systems, 8(1): 35-78, 1995.

. Tindell K., A. Burns and J. Wellings. Analysis of Hard Real-Time Communication. The Journal
of Real-Time Systems. 9:147-171, Kluwer Academic Press. 1995.

ll artist
it Eef! I e

PECEL AT



