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Abstract. Bounded model checking (BMC) based on satisfiability test-
ing (SAT) has been introduced as a complementary technique to BDD-
based symbolic model checking of LTL properties in recent years and a
lot of successful work has been done with this approach. The basic idea
is to search for a counter example of a particular length and to generate
a propositional formula that is satisfied iff such a counter example exists.
An over approximation of the length that need to be checked in order to
certify that the system is error free is usually too big, such that it is not
practical to use this approach for checking systems that are error free
with respect to given properties. Even if we know the exact threshold,
for a reasonably large system, this threshold would possibly also be large
enough to make the verification become intractable due to the complexity
of solving the corresponding SAT instance. This study is on a different
direction and the aim of this study is verification of valid properties.
We propose an approach to (partly) avoid the use of the completeness
threshold as the verification criteria when checking systems that are er-
ror free with respect to LTL properties. The benefit of the use of this
approach may be very large compared to the use of the completeness
threshold. Though, Prasad, Biere and Gupta pointed out in a survey
paper [18] that, currently, the strength of SAT-based verification tech-
niques lies primarily in falsification, this study explores the strength of
SAT-based techniques for verification and the case study shows that this
is a promising approach.

1 Introduction

Model checking has been successfully used in the last decade for the formal
verification of finite state systems. It is considered as one of the most practi-
cal applications of theoretical computer science in the verification of concurrent
systems. However the practical applicability of model checking is limited by the
state explosion problem which could be caused by for instance, the representa-
tion of currency of operations by their interleaving. Therefore much effort has
been put into the research aiming at minimizing models. The methods include
application of cone of influence reduction [1], semantic minimization [19], state
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information compression [10], abstraction techniques [6, 13], partial order reduc-
tions [21,22], symmetry reductions [9], compositional techniques for splitting
verification tasks [8, 1], case-based partition techniques [14, 23], and BDD based
symbolic techniques for compactly representing transition relations and system
states [5,4].

Bounded model checking (BMC) based on satisfiability testing (SAT) has
been introduced as a complementary technique to BDD-based symbolic model
checking of LTL properties [3]. A lot of successful work has been done with this
approach [2, 18]. The basic idea is to search for a counter example of a particular
length and to generate a propositional formula that is satisfied iff such a counter
example exists. The efficiency of this method is based on the observation that
if a system is faulty then only a fragment of its state space is sufficient for
finding an error. Given a finite transition system M, an LTL formula ¢ and a
natural number k, a BMC procedure decides whether there exists a computation
in M of length k or less that violates ¢. SAT based BMC is performed by
generating a propositional formula which is satisfiable if and only if such a path
exists. BMC is conducted in an iterative process where k is incremented until
either (i) an error is found, (ii) the problem becomes intractable due to the
complexity of solving the corresponding SAT instance, or (iii) k& reaches some
pre-computed completeness threshold which indicates that M satisfies ¢. If we
have given M and ¢ such that M satisfies ¢, then the practical value of this
approach depends on the existence of a relatively small value of the completeness
threshold. Computing an exact value of the completeness threshold for a given
model and formula is difficult. A general over approximation of the completeness
threshold is | M| -2/l where |M] is the size of the model and |¢| is the size of the
formula. This approximation is obviously impractical for checking systems that
are error free with respect to given properties. For reducing this approximation,
completeness threshold has been studied for several types of LTL formulas [12,
7).

As stated in [12], knowing the completeness threshold is essential for making
BMC complete. Without it, there is no way of knowing whether the property
holds or rather the bound is not sufficiently high. Even if we know the complete-
ness threshold, for a reasonably large system, this threshold would possibly be
large enough to make the verification become intractable due to the complexity
of solving the corresponding SAT instance. This study is on a different direc-
tion that proposes an approach that (partly) avoids this problem and may prove
whether the property holds without knowing a completeness threshold. This kind
of research has also been considered in [2] for simple liveness properties of the
form F'p. There is also a lot of work on proving safety properties based on SAT,
the related works are for instance, proving safety properties by using induction
[20, 15], conservative abstraction with counter example guided refinement [?],
and interpolation based transition relation approximation for generating facts
relevant with respect to given properties [11]. In this work, we study LTL prop-
erties in general.



2 Propositional Linear Temporal Logic

Propositional linear temporal logic (LTL) is a logic introduced by Punueli as a
specification language for concurrent programs [17]. Let AP be a set of proposi-
tion symbols. The set of LTL formulas is defined as follows:

— Every member of AP is an LTL formula.
— Logical connectives of LTL include: —, A, V, and —.
If p and ¥ are LTL formulas, then so are -, o A1, ¢ V9, and ¢ — 1.
— Temporal operators include: X, F', G, U, and R.
If ¢ and 1) are LTL formulas, then so are: X ¢, F ¢, G, ¢ U ¥, and ¢ R.

2.1 Semantics of LTL

The formal semantics of LTL is defined with respect to paths of a Kripke struc-
ture. Let M = (S,T,I,L) be a Kripke structure where S is a set of states,
T C S x S is a transition relation which is total, I C S is a set of initial states
and L : S — 247 is a labeling function. Let ¢ be a temporal formula. Let
T = mom -+ be a path of M and 7 be the subpath of 7 starting at m;. We
define the relation ¢ holds on 7, denoted 7 |= ¢, as follows.

TEDp iff p € L(mo)

e  iffrlEe

TEeAY ffrEpand 7w EY

TEeVy iffrEpormEY

mE e —Yiff 7 |E ¢ implies © = ¢

TEXe iffnlEop

TEFp iff3k>07 ¢

TEGp ifftVE>07 e

Tl Uy iff 3k >0V < k.(r* =Y AT =)

T @Ry V) > 0.(n7 )V Tk > 0.((7F | @) A (V) < k(nT = )
For simplicity, we call a Kripke structure a model. An LTL formula ¢ is true

in the model M, denoted M |= ¢, iff ¢ is true on all paths starting from an
arbitrary initial state of M.

2.2 Bounded Semantics of LTL Formulas in NNF

An LTL formula is in negation normal form (NNF), if the symbol — does not ap-
pear in the formula and — is applied only to proposition symbols. Every formula
can be transformed into a formula in NNF by using the following rules:

o= =-pViY (e AY) = (mp V)
(e VYY) = (~p A1) “Xo =X-g

—(pUrp) = —pR—) ~(pRY) = —pU—1p



In the following, we only consider LTL formulas in NNF. Let M = (S, T, I, L) be
a model and k € N. Let m = mgmy - - - be an infinite path of M. If u = 7o - - - 7
and v = -7y for some 0 < [ < k, we call m = w-v¥ a (k,l)-loop. If 7 is a
(k,1)-loop for some 0 <[ < k, we call 7 a k-loop.

Definition 1 (Bounded Semantics for a Loop). Let k > 0 and 7 be a k-
loop. Then an LTL formula ¢ is valid on m with bound k, written m =i o, iff

T E p.

Definition 2 (Bounded Semantics without a Loop). Let k > 0 and 7 be
a path which is not a k-loop. Then an LTL formula ¢ is valid on m with bound
k, written 7 =g @, iff T E) ¢ where:

lezp lﬁpEL(m)

L e iffT |

TEL e AV IffT L ¢ and T LY

TELe VY iff T, ¢ orm ) Y

TE, Xe iffi<kandT =y

mlek Fo  iff3j € {i,...k}m =] o

m =L Gy iff false. |

T P?; eUY iff 3j € {i, ..., k}.¥n € {i,....,j — 1}.(7 =y AT ED o)
m L eRY iff 35 € {i, . k}.((m EL ) AR € {i, ., j}(m R )

Note that m =i Gy is false by definition. This is explained by that a global
property can only be witnessed by an infinite path (or a path with a loop).

Theorem 1. Let M be a model, ¢ an LTL formula. Then M = ¢ iff there is a
path m and a k > 0 such that m =j, —p.

3 Encoding the Model in SAT-Formulas

Since we have Fy = true Up and Ry = (YU (p A 1)) V Gip, we only consider
formulas of the form ¢ V ¥, o A Y, X, Gp, pUv constructed from propositions
and the negation of propositions.

Given a model M, an LTL formula ¢ and a bound k, we will construct
encodings for the pair (M, ). Let uo, ..., ux be a finite sequence of states on a
path w. We first define [[M]]; to be a formula representing that wug---ug is a
finite prefix of a valid path of M.

Definition 3 (Transition Relation). Let M = (S,T,1,L) be a model and
k> 0.
k—1
(M0 = I(uo) A N T (i, uisa)
i=0



This translation of transition relation corresponds to that in [3]. Let M =
(S,T,1,L) be a model. Let u,w (possibly with subscripts) represent individual
states. Let p € AP be a proposition symbol and p(u) represent the propositional
formula representing the states in which p is true according to L. For a state
and a formula, we first present the encoding for (formula,state) pair as done in
[3] (however with a slightly different version). Then we propose an encoding for
(formula,state) pair for the purpose of verification.

3.1 Encoding of LTL Formulas
Let min() be the minimum operation and s(i, k,l) denote
if (k=1) then [ else i + 1.

Definition 4 (Translation of LTL formulas). Given a state u € {uo, ..., ug }
and a formula ¢, the encoding is denoted by [[¢, u]]x

G¢7 ul]]k = /\] =min(%, l)[ ]]
U, ugllky = vk:z([[¢7uj]]k,l ANZ e ullen)V
Aezilles el A V=i (s wllig A NS ([, uallr )

where [[¢, u_1]]k; = false.

[, ullky = p(w)

[p.uliee = -plw)

[le V2, ]] = ([, ul]ka V[, u]] ks
[l A2, Hkl*[[ kg A [[Y, )l
[[X@7uz]]kl H‘Pvus (i,k,1) ]] k,l

[l [,

[l

In the above definition, u_; is a special symbol used only for the purpose of uni-
form formula representation (avoiding specification of different cases explicitly).
In the real transformation, formulas containing this symbol are to be replaced
by true or false according to their meaning, for instance, [[p V q,u_1]]y,; must
be replaced by false and not by [[p,u_1]]x V [[¢; u—1]]x,;- In addition, we define
T(ug,u—1) = true. The subscript (k,[) in the definition indicates that the path
is a (k,1)-loop for [ > 0, otherwise the path is considered loop free.

Definition 5. ([M, @]}y, := ([M]]x A V= (T(ug, w) A [, uo]Ji)

The encoding of [[M,¢]]i corresponds to that in [3] with some modification,
. . k . .

i.e. a condition A;_, =T (ux,w;) representing loop-free-ness is removed (or more
precisely, replaced by true)!. This change does not affect the satisfiability of the
formula. This fact is to be established and presented as Theorem 2.

Lemma 1. [[p, uol]k,—1 — [[¢, uollk, for I € {0, ..., k}.

! This is not only a matter of representational simplicity. With this clause in the
formulation, we would not be able to prove Lemma 3 and then the proof of Theorem
5 would be different and more complicated.



Proof: We prove a more general property
([, willk,—1 — [[¢, wi]]k, for i € {0,...,k} and [ € {0, ..., k}

by structural induction. The case is trivial for ¢ being a proposition or negation
of a proposition. Assume the induction hypothesis.

— The case is trivial for ¢ being a conjunctive or disjunctive formula.
— If ¢ = X g, then
([, us]]k,—1 is either false (i = k) or the same as [[@o, wit1]]k,—1 (¢ < k).
In the latter case, [[¢, u]lk,; = [[©0, Wit1]]ki-
Therefore, according to the induction hypothesis, [[¢, w;]lk,—1 — [, willk.i-
— If o = Geo, then [[p, u;]]x,—1 is false. Therefore [[p, u;]]k,—1 — [, wi]lk.i-
— It o = poUs1, then Vi—1, ([[pr, uille,—1 A AL 1[0, uelli,—1) = false.
Therefore ([0, willk,—1 = Vi ([le1, wsllk, -1 A NIZ] [lpo, wellk,—1)-
Then, according JSO the induction hy‘p?thesis7
o, willk,—1 = Vi (ler usllea A NZ (o, weli)-
Since the right side of the implication is a disjunctive part of [[¢, u;)]k,i, we
obtain [[¢, u;]]k,—1 — [[©, wi]]k,i- O

Theorem 2. Let M be a model, ¢ be an LTL formula. Let k > 0. There is a
path @ of M such that © =y ¢ iff [[M, ]|k is satisfiable.

Theorem 2 corresponds to the normal soundness theorem of bounded LTL model
checking [3]. As explained, the only different in the encoding [[M, ¢]];; and that
in [3] is that a condition representing loop-free-ness is removed. The fact that
this change does not affect the satisfiability of the formula can be proved easily
based on Lemma 1.

3.2 Encoding of LTL formulas for Verification

Definition 6 (Translation of LTL formulas for Verification). Given a
state u € {ug, ...,ux} and a formula @, the encoding is denoted by [[p,u]]}.

.l =p(u)

[=p, ]y = —plu)

oV o, u]ly = [, uly V ([0, ul]g

[0 A, ]2 = [0, u]l A ([, u]]

(Xe,ully =l uinlly

(Gouilly = Aylleuglli

U, uilly, = Vi, ([, willp A NI e uelf) V A lle, wally

where [[@, up41]]} = true.
Definition 7. [[M, )]} := [[M]]x A [, uol]}

In the following, we shall establish that there is no path 7 and k£ > 0 such that

7 =k @ if there is some 4 such that [[M, ¢]]? is unsatisfiable.

K2



Definition 8. [[M, p,u;]]} = [[M]]x A [[¢, will}-

Proposition 1. For alli € {0,...,k}, the following equivalences holds:

(1) [[M; 0V pr,uilli = [[M, po, willy V [[M; 1, uil]

(2) [[Ma Yo A Qal,ui]]z = [[ 79003u1]] A [[M,8017U1]]Z

(3) [[MaXLPvUiHZ [[M 907u1+1]]

(4) [[M,Ge,uily /\ M, 0, u5] ]

(5) [[Ma ¢U¢aul]]% \/ ([[Mﬂ/f,“g“ /\ [[M 90711'25]] )\/ /\f:i[[MvcpautHZ

Proof: We only prove the first equivalence. The others are similar. We have

[M, 900\/8017%]]

[M]]x Al 0V<P1auz]]v

[M]]k ([[900,qu V [[1, will})
[M, o, willy V [[M, o1, will}

This was what needed to be proved.

[
[
[
[

Lemma 2. [[Myspau’i]]erl - [[M7<p7utﬂz fOT’i € {07 7k}

Proof: This can be proved based on structural induction on ¢. The proof is
straightforward and is omitted.

Theorem 3. [[M,p][i,, — [[M,¢]]}.
Proof: This follows directly from Lemma 2.

Theorem 4. [[M, ]| — [[M, ¢]]}.

Proof: Since [[M, ¢]|x = [[M]]x A \/f:,I(T(Ulmul) A ([, uo]]k,) and [[M, @]} =
[[M]]k A ([, w0y, it is sufficient to prove that [[p, uo]lk,; — [[¢, uo]]}. We prove

([, wille; — [, wil]} for ¢ € {0, ..., k} and | € {0, ..., k}

by structural induction. The case is trivial for ¢ being a proposition or negation
of a proposition. Assume the induction hypothesis.

— The case is trivial for ¢ being a conjunctive or disjunctive formula.
— If p = X¢p, we have two cases.
For i = k, we have [[p, u;]]} = true. Therefore [[p, u;]]k; — ([, us]]}-
For i < k, we have [[¢,wi]]e; = [0, uit1]]ks and [[o, w]]} = ([0, wita]]}-
Therefore, according to the induction hypothesis, [[¢, wi]lk,; — [[¢, wil]}-
— If ¢ = Gy, then '
[0, willks = /\?:i[[%, sk A /\;L;in(m)[[@m )]k
[lp, willy = Nj=illios uslly-
Therefore, according to the induction hypothesis, [[¢, wi]lk,; — [[¢, w]}-



— If o = poUp1, then
[leoU b1, willk .t _
= Vil wllea A NZ lpos wille)V
Ne=illpos wellie AN (e willi A NZHlo, wlli)

llpoUsr, uilly = Vi (lprs willi A NZ7 (o, wellf) V AR llo, welli-
Therefore, according to the induction hypothesis, [[¢, wi]lk,; — [[¢, wi]}-

Lemma 3. If [[M]]x A [[¢, wollk,—1 is satisfiable, then [[M]]x+1 A ([, ©olk+1,—1
18 satisfiable.

Proof: Let uy, ..., ur, be a set of states (each represented by a set of literals) that
satisfy [[M]]x A [[¢, wo]]k,—1. Since the transition relation in M is total, there
is a state ugs1 such that T'(ug,ugr1). We prove that ug, ..., ug, up+1 is a set
of states that satisfies [[M]]x+1 A [[¢, uo]]k+1,—1- Since [[M]]r A [, uo]]k,—1 and
T(ug, uk+1), then [[M]lg+1 = [[M]]k A T (ug, ugt1) is true. Then it is sufficient
to prove that

[[gp,uiﬂh_l — [[<p,ui]]k+17_1 for all i € {0, . ]4}}

This can then be proved based on structural induction. The proof is omitted.

Lemma 4. Let [ be non-negative. If [[M]]x AT (ug, i) N[, uolli, is satisfiable,
then [[M]]k+1 A T(wkt1,wi41) A [[@s wollk+1,141 15 satisfiable.

Proof: Let ug, ..., uy, be a set of states that satisfy [[M]]x AT (wk, ) A [[@, wo)lk,i-
Let ug+1 = w;. We prove that wg,...,ug, up1 is a set of states that satisfies
([M]]k41 AT (w1, wig1) A[[@, tollk+1,41. We have

kt1 A T(wpgr, wis1)

Nie AT (ugy wer ) AT (Upg1, wigr)
Hk A\ T(uk, ul) A\ T(ul, ul+1)

M”k /\T(uk,ul)

Since [[M]]k AT (wk, wr) A[[@, uol]k.i, then [M]]k+1 AT (ugt1, uiy1) is true. Then
it is sufficient to prove that

([0, willk,y — [[; wi]lks1,41 for all i € {0, ..., k}.

This can then be proved based on structural induction. The proof is omitted.

Theorem 5. If [[M, ¢l]|x is satisfiable, then [[M,]lk+1 is satisfiable.

Proof: Suppose that [[M, ¢]]r = [[M]]x A V;ﬁzfl(T(uk,ul) Allp, wollk,) is true.
Then [[M]]x A (T'(ug, w) A [[@, wo)lk,) is true for some | € {—1,0,...,k}. There
are two cases [ = —1 and [ € {0, ..., k}. In the former case, Lemma 3 implies that
([M]k+1 A (T (ugs1, u—1) A [, uo]]k+1,—1) is satisfiable. Therefore [[M, ¢]]x+1 is
satisfiable. In the latter case, Lemma 4 implies that [[M]]g4+1 A (T(ug+t1, wi41) A
([, wo]]k+1,1+1) is satisfiable. Therefore [[M, ¢]]k+1 is satisfiable also in this case.



Theorem 6. If [[M, ]} is unsatisfiable for some k, then M = —.

Proof: Suppose that M = —¢ does not hold. Then there is a path 7 of M and a
k' > 0 such that 7w =5 ¢ according to Theorem 1. Then [[M, ¢]]x is satisfiable
according to Theorem 2. Then [[M, ¢]], is satisfiable for n > k' according to
Theorem 5. Then [[M, ¢]]% is satisfiable for n > k' according to Theorem 4.
Choose n’ such that n’ > k and n’ > k’. Then [[M, ¢]]%, is satisfiable. Then
[[M, ]}, is satisfiable for all n’ > k" according to Theorem 3. This contradicts
with that [[M, ¢]]} is unsatisfiable, since n’ > k. This proves the theorem.

4 SAT-based Verification

Theorem 6 provides a theoretical basis for verification and Theorem 2 provides
a theoretical basis for error detection. The theorems suggest the following com-
bination of verification and error detection approach. Let M be a model and ¢
be a temporal formula to be verified.

— Start with k = 0;

If [[M, —¢]]} is unsatisfiable, report that M = ¢ is valid;

— If [[M, =]k is satisfiable, report that M |= ¢ does not hold;

— If a completeness threshold is reached, report that M = ¢ is valid;
— Increase k and repeat the process.

Note that —¢ represents the formula in NNF corresponding to —¢. In many
cases, as will be demonstrated in the case study, the procedure may terminate
before reaching a completeness threshold. However, in the general case, it may
be necessary to repeat the process until a completeness threshold is reached. For
instance, if we have the trivial property ¢ = G true, which is true for all systems,
then we have [[M, =¢]], = false and [[M, —¢]]} = I(uo)/\/\i.:()1 T(u;, uit1). Then
the first one is unsatisfiable and the second is always satisfiable. The above
approach can only terminate when a completeness threshold is reached.

This is a theoretical formulation. In practice, for a reasonably large system,
the threshold would possibly be large enough to make the verification become
intractable due to the complexity of solving the corresponding SAT instance,
and the process will be interrupted by time or memory constraints.

In the rest of this section, we discuss some types of simple properties which
can then be a background for the case-study of the use of this approach for
verification in the next section.

A Safety Property: A simple safety property is of the forms pRg where p and ¢
are propositions. For verifying this property, we need to calculate [[M, =pU—q]]}.
This formula expands to

k— k j— k
(o) A NiZo Tuiswign) A (V5_g(=alus) A NIZg —p(ue)) V Ao —p(ur))
Therefore M |= pRyq if there is a k such that

k—1 Jj—1 k

k
I(ug) N /\ T'(wi, i) A (\/ (ma(uj) A /\ “p(w)) v /\ —p(ue))

i=0 §=0 t=0 t=0



is unsatisfiable.

A Co-Safety Property: A simple co-safety property is of the form pUgq where
p and ¢ are propositions. For verifying this property, we need to calculate
[[M, =pR—q]]}. This formula is equivalent to [[M, (=qU(—~gA—p))V G—gq]]; which
expands to

I(uo) A NiZg T(ui wirn) ANG_o(=a(ug) A =p(ug) A NIZg =q(ue) V Ni—g —a(ue))

Therefore M |= pUgq if there is a k such that

k—1 k J k
AN T(uswiva) A\ (p(ug) A J\ —~a(u)) v\ —alue)
=0 7=0 t=0 t=0

is unsatisfiable. Furthermore, we have the following lemma.

Lemma 5. if M |=pUgq, then there is a k such that

k—1 k j k
I(ug) A /\ T (ws, tig1) A \/ (—p(uj) /\ Y /\ —q(ue))

i=0 j=0 t=0 t=0

is unsatisfiable.

Proof: We prove that if
k—1 k j k
A N T(ui,uiga) \/ (=p(us) A N\ ~g(u)) v\ —alur))
i=0 j=0 t=0 t=0

is satisfiable for all k, then M [~ pUgq, i.e. [[M, -pR—gq|] is satisfiable for some
k. We have
(M, ~pRqlli
= [[M, (~qU (=g A =p)) V Gl
= I(uo) A /\Z 0 U (w, tig1) A
Vie (T (g, ) A[(=qU (=g A=) V Ga) ol )
= I(up) A /\i=0 T(wi, wit1)A
([[(=qU (=g A =p) V G=q), ug]]k, -1V
Vo (T (s, ) A[(~qU (=g A =p) V G=g), uo]li i)
= I(uo) A /\f; T'(wi, wig1) A
(\/?:O(_‘Q(u]) —p(ug) A /\t 0 _‘Q(ut))v )
Vo (T (wns ) A (V—o(=a(u) A =plug) A NJZg —a(u) vV Nj—o —a(u;)))
= I(uo) A Ny T(ui, wig1)A
(Vo (mp(uy) A NlZg =a(ue)) v ViZo (T (s w) A Ny —a(uy)))
The difference between [[M, -pR—q]]}; and [[M, ~pR—q]|x is T'(uy,u;) for some

k > 1 > 0. Since the transition relation is total, there is some k and [ such that
T(ug,wu;) is true. This proves the lemma. O



Corollary 1. M = pUgq iff there is a k such that

k—1 k J k
I(uo) A N\ T(ui,uig) A\ (=p(ug) A\ ~a(u)) v\ —q(w))
i=0 j=0 t=0 t=0

1s unsatisfiable.

Proof: This follows from the Lemma 5 and Theorem 5.

A Liveness Property: Naturally, F'p is a special case of qUp. By simplifying the
previously obtained equation, we have

(1M, G=plI} = I(wo) A NSy T i) A Nz ~p(u)
Then according to Corollary 1, M |= Fp iff there is a k such that

k—1 k
I(uo) A N\ T(us,uipr) A N =p(ui)
=0 =0

is unsatisfiable. Note that this is consistent with the liveness property of the
form F'p considered in [2] where the translation of M |= Fp is as follows:

k—1 k
(M, Fplle = I(uo) A N\ T(usuigr) = \/ plws)
=0 =0

Then M = Fp iff there is a k such that [[M, F'p]]x is valid.

5 A Case Study

We consider verification of properties of the form pUq and pRq of a mutual
exclusion algorithm. We first present our tool for verification, and then the ex-
perimental results.

5.1 Verification Tool: VERBS

We have developed a tool called VERBS (VERification Based on Sat) based on
our satisfiability checking tool BOSCH (BOolean Satisfiability CHecker)?. The
input to the tool is as follows:

— a file containing the specification of state variables;

a file containing the specification of initial states in CNF format;

— a file containing the specification of the transition relation in CNF format;
— a file containing the specification of the property;

— a number k representing the length of transition (k =0, 1,2, ...).

Currently the subset of LTL formulas handled by the tool is of the forms U1
and @Ry, where ¢, are propositional formulas in DNF format. The tool first
converts all these information to a CNF formula and then calls BOSCH for
satisfiability checking.

2 A tool based on DPLL and similar principles as the tool for parallel execution of
stochastic search procedures on reduced SAT instances [24].



5.2 Presentation of the Case

Let a,b be variables of enumeration type which have respectively the domain
{s0, ..., 83} and {to, ..., t3}. Let =, y, t be variables of boolean type. Let the system
consist of two processes: A and B with the following specification in a first order
transition system [16]:

Process A:
a = 8o — (yvt7a) - (17 1a81)
a=s1A\N(x=0Vt=0) — (a):=(s2)
a = S2 - (yaa) = Oa 53)
a = 83 B (y7t7a) = (171781)
Process B:
b:to B (.T,t, ) - (1707t1)
b:tl/\(y:O\/tzl)—>(b = (to
b=t — (x,b) :== (0,t3)
b= t3 — (Iat7b) = (1707t1)

Let the initial state be a = s Ab = tg Ax = y = t = 0. We consider two
properties:

1. One of the processes reached the critical region (@ = sy V b = t3) releases
the property that the system is either at the initial state (a = so A b = t0)
or some is waiting to enter the critical region (x =1V y = 1);

2. The value of y and ¢ is consistent (y = ¢) unless both processes have tried
to get into the critical region (a > $1 Ab > t1) and this continues until some
process exited the critical region (a = s3 V b =t3).

Let boolean variables ag and a; represent the variable a such that ag = iAa; = j
meaning a = Sg;1;, and by and by represent b such that by = ¢ A by = j meaning
b = t9i4+;. Then each state is represented by a tuple (ao,a1,bo,b1,x,y,t). Let
V = {aop,a1,b0,b1,p,q,7}. The system can be represented by boolean formulas
as follows:

I(a07a1>b01b1a$7y7t) =
r=0Ay=0At=0Aap=0ANa; =0Aby=0Ab; =0
T(a07a17b07b17xayat7a€)7a/17 67 /1730/,1/,75/) =
ag=0ANa; =0AYy =1At =1Aa} =1Asame(V\{y,t,a1})V
apg=0ANa1 =1A(x=0Vt=0)Aaj=1Ada} =0Asame(V \ {ag,a1})V
ap=1Na1 =0Ay =0Ad} =1Asame(V\ {y,a1})V
ap=1Na1=1Ay =1At =1Aaj=0Asame(V \ {y,t,a0})
bo=0Ab1=0A2 =1At =0AV, =1Asame(V\ {z,t,b1})V
bo=0Aby=1A(y=0VEt=1)Ab, =1Ab, =0Asame(V \ {bg,b1})V
bo=1Aby =0A2"=0Ab, =1Asame(V \ {z,b1})V
bp=1Aby=1Aa"=1At =0Ab;=0Asame(V\ {z,t,bo})



where same(S) represents v] = vy A --+ A v, = v, for the set of propositions
S ={v1,...,vn}. Let

P1 (a():l/\a1:0\/b0:1/\b1:0)
q1 (a0:0/\a1:0/\b0=O/\b1:0)\/(:E:1\/
pQE(alzl\/aozl)/\(bl:l\/bo: )\/(y:O
q2E(a0:1/\a1:1\/b0:1/\b1:1)

We check the two properties: M = p1 Rg1 and M | paUgs.

Property 1: For M = p1Rq1, we check the satisfiability of [[M,—(p1Rq1)]]k
and [[M,—~(pi1Rq1)]]}, for k = 0,1,2, ..., until the first formula is satisfiable, the
second formulas is unsatisfiable, or the completeness threshold is reached. Here,
we only consider the use of [[M,=(p1Rq1)]]}, to the verification of the property
(since verification is the main concern of this paper). Let V; = {u; 0, ..., u; 6} and
same(S) represent w41 ; = w; ; for each u; ; € S. We have

k—1
([M, ~(p1 Rq0)]l} = T(uo) A\ T(wi,uir1) A[[=(prRar), uolly
i=0
where

I(UO) = —Uugq N\ TUgs N\ Ugg A\ "o A\ TUgr N TUg2 A U3

T(’U,i, Ui+1) =
Ui 0 A U1 A Uir1 5 A Uir16 A Uigpr1 A same(Vi \ {u s, 6, i1 })V
U0 A U1 N (ﬁui,4 V ﬁum) ANUir1,0 N U110 A same(Vi \ {Ui,O; ui,l})\/
Uz 0 N U1 N U1 5 A Uigrr,1 A same(Vi \ {ui,5, ’U,i71}>\/
U0 A U1 AUit1,5 A Uit1,6 A TUir1,0 A same(Vi \ {ui 5, Ui, io})V
Ui A U3 A Uigpra A Uip16 A wigr,3 A same(Vi \ {uga, uie, wis})V
UG 2 A\ Uq,3 A\ (_‘Ui’5 V Ui’g) A\ Ui41,2 AN _\’U,i+173 A\ same(Vi \ {um, Ui’g})\/
Ui2 A i3 A TUip1a A Uirr,s A same(V \ {uga,u; 31V
Uiz AUz AUir1,a A Uig1,6 A Uig1,2 A same(Vi \ {w;q, ui6,ui2})

[[ﬁ(pklR%)vuoHZ =
\/j:O((uj70 VaujrVujoV Ujvg) A 7ug 4 A Dug 5N

i— k
/\i:é((—'ut,o Vg 1) A(muea V) V Ao (5o Vg 1) A (D Vg 3))

Let us use (k) to denote the conjunction of the above formulas. By feeding
files with formulas representing the initial states, the transition relation and the
property in required format into VERBS, we obtain that ¢(0), ¢(1) and ¢(2)
are satisfiable, while ¢(3) is unsatisfiable and this proves M = p; Rq;.

The result of running VERBS provides information to be interpreted as a
path, if the result is satisfiable. For instance, for k = 2 and ¢(2) satisfiable, we
can extract the following path from the information:

aozo,al:O,bozo,b1:0,$zo,y O,t
aon,a1=1,b0:0,b1:0,x:0,y 1,t
aOZO,al:17b020,b1:1,$:1,y:1,t

I
oo



This path information could sometimes be useful for error location, if the prop-
erty is not valid. For instance, if we check M | Gps with k = 4, we obtain a
path with a loop as follows.

a0:0,a1:07b0=0,6120,x20,y:0,t=0
ap=0,a01=1,00=0,b =0, 2=0,y=1,t=1
aozl,alzo,bozo,bl:0,x:0,y:1,t:1
aozl,al21,b0:0,b1:0,$20,y20,t:1
aoio,al:17b0:O,b1:0,l‘:0,y:1,t:1

This is a path with a loop that starts from the second state and has length 3.
With this path information, we know that the 4-th state of this path violates
pa. Therefore Gps does not hold in M. Then we may conclude that either Gps
is not a necessary requirement of such a model or the model should be modified
in order to avoid such a path.

Property 2: For M |= paUgqa, we check the satisfiability of [[M, —(p2Uqg2)]]x and
[[M, ~(p2Ug2)]]} for k = 0, 1,2, ..., until the first formula is satisfiable, the second
formulas is unsatisfiable, or the completeness threshold is reached. We have
k—1
(M, ~(p2Ug2) I} = I(uo) A\ T(ui, iia) A[[~(p2Ug2), uolly
i=0

where I(ugp) and T'(u;,u;4+1) are the same as that already specified previously,
and [[-(p2Ug2), uol]} is as follows:

Vi—o((mtj.0 A =ttg1 V =i A —ge) A (mgs A =) A (s A i)
t=0((Fue,0 V 2ug 1) A (Due2 V o3 roo((Ptr0 V ) A (g V g g))
Nizo((Fueo V mug ) A (Fugz V —ugs))) VA

Let ¢ (k) denote the conjunction of this formula and I(ug) A /\i:o1 T (i, Uig1)-
We obtain that ¥(0), (1), ¥(2), ¥(3) are satisfiable, while (4) is unsatisfiable
and this proves M = paUgs.

Table 1. Experimental Data

Property|k|Variables|Clauses|SAT| |Property|k|Variables|Clauses|SAT
e(k) (0] 742 13 |yes|| (k) |0] T+2 18 | yes

1| 14411 127 | yes 1| 14411 137 | yes

2| 21+20 243 | yes 2| 21+20 258 | yes

3| 28429 361 | no 3| 28429 381 | yes

4| 35+38 506 | no

Summary: Table 1 is a summary of the experimental data on a Sun Blade 1000
with 750 MHz and 512 MB. The number of variables is divided into two parts:
the number of variables representing the states and that of auxiliary variables
used in the transformation of the formula into CNF. The time used by BOSCH
for satisfiability checking is negligible.



6 Concluding Remarks

We have presented encodings of pairs of model and formula in SAT for the
purpose of both verification of valid properties and error detection, in which the
encoding with the emphasis on error detection is basically the same as that in
[3], and proposed an approach to verify M |= ¢ in the following way.

Start with & = 0;

If [[M, —¢]]} is unsatisfiable, report that M |= ¢ is valid;

If [[M, —¢]] is satisfiable, report that M |= ¢ does not hold,;

— If a completeness threshold is reached, report that M |= ¢ is valid;
— Increase k and repeat the process.

The case-study presented in the previous section shows that this approach is
useful for checking formulas that are valid in a model (though, there are also
weaknesses of the approach, cf. the discussion in Section 4), in the sense that
the iteration stopped before a completeness threshold is reached. Although the
system presented is simple with the completeness threshold bounded by a rel-
atively small number, it is easy to construct systems by extending the model,
such that the completeness threshold is larger than any given number, while
the verification can still stop when k reaches respectively 3 and 4 for the given
properties. Therefore the benefit of the use of this approach could be arbitrary
large compared to the use of the completeness threshold, and this extends the
practical capability of SAT based model checking to the verification of valid
properties.

In a survey paper [18], Prasad, Biere and Gupta pointed out that, currently,
the strength of SAT-based verification techniques lies primarily in falsification.
This is a remark on verification related to general temporal properties. For simple
properties, there has been a lot of work and report of success, for instance, for
proving simple safety and liveness properties [20, 15,11, 2]. This study explores
the strength of SAT-based techniques for verification of general LTL properties
and the case study shows that this is a promising approach for certain types of
applications as demonstrated in the case study.

ACKNOWLEDGMENTS: The author thanks anonymous referees for their construc-
tive critics and comments that helped improving this paper.
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