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Abstract

Bounded model checking (BMC) based on SAT has been introduced as a complementary method to BDD-based symbolic model checking of LTL and ACTL properties in recent years. For general LTL and ACTL properties, BMC has traditionally aimed mainly at error detection, taking the advantage that error detection may only need to explore a small portion of the whole state space. Recently bounded model checking aiming at verification has also been proposed. The aim of this paper is to exploit the strength of BMC methods by combining different BMC approaches and compare it with the traditional BDD-based symbolic methods. We consider two bounded model checking methods, which are for error detection and verification of ACTL properties, respectively, and then combine them to a BMC algorithm. Based on this algorithm, we have implemented a tool named BMV (bounded model verifier), and carried out a number of experiments, and we have then compared BMV with Cadence SMV. The experimental results show that for certain types of problems, both for verification and error detection, BMV can perform much better than Cadence SMV in both time and memory consumption, and we believe that this is the first attempt to have an implementation of a method that combines practical error detection and verification of ACTL properties by SAT-based model checking.

1 Introduction

A common method used in formal verification is model checking [7, 6]. Its basic idea consists of representing a program or a system as a Kripke structure, representing a specification as a temporal logic formula, and checking automatically whether the formula holds in the model [15]. Generally, Binary Decision Diagrams [1] are used to symbolically represent the transition relations and sets of states. This approach, known as symbolic model checking [2], has been successfully applied in practice. However, BDDs are very sensitive to the type and size of the system. Therefore much effort has been put into the research aiming at minimizing models. The methods include semantic minimization [17], abstraction techniques [11], partial order reductions [18], symmetry reductions [8], compositional techniques for splitting verification tasks [3], case-based partition techniques [13, 21], and so on.

Due to advances in algorithms and tools for the Boolean satisfiability problem (SAT) [14], formal reasoning based on SAT is proven to be an alternative to BDDs, and bounded model checking based on SAT has been introduced as a complementary method to BDD-based symbolic model checking of LTL and ACTL properties [4, 5, 16, 22, 23]. The basic idea of the approach presented in [4, 5, 16] is to search for a counterexample of a particular bound \( k \). First, the approach generates a propositional formula, and then a SAT solver will be used to check the formula, and if the formula is satisfied by the SAT solver, it means a counterexample exists, so the approach is designed to find errors. For checking systems that are error free with respect to given properties, the approach is not practical because the bound \( k \) needed to be checked is usually too big (general over approximations of the bounds for LTL and ACTL are respectively \( |M| \cdot 2^{2|\phi|} \) and \( |M| \), where \( |M| \) is the size of the model and \( |\phi| \) is the size of the formula). In order to solve the problem, [22, 23] proposes methods that can partly avoid the dependence on such a bound for verification.

The aim of our paper is to exploit the strength of SAT-based bounded model checking methods via comparison with the traditional BDD-based symbolic methods. We consider two bounded model checking methods [16, 23], which
are for error detection and verification of ACTL properties respectively, and then combine them to a BMC algorithm. We have implemented a tool named BMV (bounded model verifier) based on this algorithm, and carried out a number of experiments, and then we make a comparison of BMV and Cadence SMV [24]. Our experiments show that for certain types of problems, BMV can perform much better than Cadence SMV in both time and memory consumption for ACTL properties. The reason why we choose ACTL for this first attempt to have an implementation of a method that combines practical error detection and verification by SAT-based model checking is that the number of iterations in the bounded model checking needed for proving or disproving ACTL properties is usually smaller than that for similar LTL properties, and this number is important for the practical efficiency of the method.

The rest of our paper is organized as follows. In section 2, we introduce the computation tree logic. In section 3, we discuss our future work in section 6. We conclude this paper and discuss our future work in section 6.

2 Computation Tree Logic

Computation tree logic (CTL) is a propositional branching-time temporal logic introduced by [7] as a specification language for finite state systems.

2.1 Syntax of CTL

Let $AP$ be the set of atomic proposition symbols containing true. The syntax of CTL formulas is given by the following rules:

- If $p \in AP$, then $p$ is a CTL formula.
- If $\varphi$ and $\psi$ are CTL formulas, then $\neg \varphi$, $\varphi \lor \psi$ and $\varphi \land \psi$ are CTL formulas.
- If $\varphi$ and $\psi$ are CTL formulas, then $EX \varphi$, $EG \varphi$ and $E(\varphi U \psi)$ are CTL formulas.

Additional logical connectives and modal operators of CTL can be defined as follows:

- $\varphi \rightarrow \psi \equiv \neg \varphi \lor \psi$
- $EF \varphi \equiv E(True U \varphi)$
- $E(\varphi R \psi) \equiv E(\psi U (\varphi \land \psi)) \lor EG \psi$
- $AF \varphi \equiv \neg EG(\neg \varphi)$
- $A(\varphi R \psi) \equiv E(\neg \varphi U \neg \psi)$
- $AX \varphi \equiv \neg EX(\neg \varphi)$
- $AG \varphi \equiv \neg EF(\neg \varphi)$
- $A(\varphi U \psi) \equiv \neg E(\neg \varphi R \neg \psi)$

2.2 Semantics of CTL

A model for CTL formulas is a Kripke structure $(S, T, I, L)$, where $S$ is the set of states; $T \subseteq S \times S$ is the transition relation which is total; $I \subseteq S$ is a set of initial states; and $L : S \rightarrow 2^{AP}$ is a function that labels each state with a set of atomic propositions true in that state. A sequence $\pi = \pi_0 \pi_1 \ldots$ of $S$ is a path of $M$, if for every $i \geq 0$, $T(\pi_i, \pi_{i+1})$ holds.

Definition 2.1 Let $M$ be a model, $s$ a state, $p$ a proposition symbol, $\varphi$ and $\psi$ CTL formulas. $M, s \models \varphi$ denotes that $\varphi$ is true at the state $s$ in $M$. Let $\pi$ be a path of $M$. The relation $\models$ is defined as follows:

- $M, s \models p \iff p \in L(s)$
- $M, s \models \neg \varphi \iff M, s \not\models \varphi$
- $M, s \models \varphi \land \psi \iff M, s \models \varphi \land M, s \models \psi$
- $M, s \models \varphi \lor \psi \iff M, s \models \varphi \lor M, s \models \psi$
- $M, s \models EX \varphi \iff \exists \pi(k) = s \land M, k \models \varphi$
- $M, s \models EG \varphi \iff \exists \pi(k) = s \land \forall k \geq 0 (M, k \models \varphi)$
- $M, s \models E(\varphi U \psi) \iff \exists \pi(k) = s \land \exists j < k \forall k \geq 0 (M, k \models \psi \land \forall j < k (M, j \models \varphi))$

The restriction of CTL to $E$ path quantifier such that implication is not used and negation is applied only to propositions is called ECTL, and the restriction of CTL to $A$ path quantifier with the same restriction is called ACTL, and $ACTL = \{ \neg \varphi \mid \varphi \in ECTL \}$.

Definition 2.2 An ECTL formula $\varphi$ is valid in $M$, denoted $M \models \varphi$, iff $\varphi$ is true at some initial state of the model $M$.

Definition 2.3 An ACTL formula $\varphi$ is valid in $M$, also denoted $M \models \varphi$, iff $\varphi$ is true at every initial state of the model $M$.

This definition expresses that in order to check whether an ACTL formula $\varphi$ holds in $M$, we need to check whether $\varphi$ holds for each of the initial states of $M$.

3 Bounded Model Checking Based on SAT

In this section, we introduce two sat-based bounded model checking methods for ACTL properties which are for error detection [16] and verification of valid properties [23] respectively. Both algorithms are about reducing the model checking problem ($M \models \varphi$) to the bounded model checking problem ($M_k \models_k \varphi$), and how $M_k \models_k \varphi$ relates to the satisfaction problem of the final encoding we get.
3.1 Bounded Semantics of ECTL

Let $M = \langle S, T, I, L \rangle$ be a model and $k \geq 0$. A $k$-path of $M$ is a path $π = s_1, \ldots, s_k$ where $(s_i, s_{i+1}) \in T$ for $i = 0, \ldots, k - 1$. The $k$-model for $M$ is a structure $M_k = (S, P_k, I, L)$ where $P_k$ is the set of all different $k$-paths of $M$. Let $π = π_0, \ldots, π_k \in P_k$ and $\text{loop}(π)$ denotes $\bigvee_{i=0}^k T(π_i, π_{i+1})$.

**Definition 3.1** Let $M_k$ be a $k$-model, $s$ a state, $p$ a proposition symbol, and $φ$ and $ψ$ ECTL formulas. The relation $|=k$ is defined as follows:

$$M_k, s \models_k p \iff p \in L(s)$$
$$M_k, s \models_k \neg p \iff p \notin L(s)$$
$$M_k, s \models_k φ \land ψ \iff M_k, s \models_k φ \text{ and } M_k, s \models_k ψ$$
$$M_k, s \models_k φ \lor ψ \iff M_k, s \models_k φ \text{ or } M_k, s \models_k ψ$$
$$M_k, s \models_k EXφ \iff \exists π(π_0 = s \land M_k, \pi_1 \models_k ϕ)$$
$$M_k, s \models_k EGφ \iff \forall π(\pi_0 = s \land \text{loop}(π) \land \forall 0 \leq i \leq k (M_k, π_i \models_k ϕ))$$

$$M_k, s \models_k E(φUψ) \iff \exists π(π_0 = s \land \exists 0 \leq i \leq k (M_k, π_i \models_k ψ \land \forall j < i (M_k, π_j \models_k ψ)))$$

Since $EFφ \equiv E(\text{true}Uφ)$ and $E(φUψ) \equiv E(ψU(φ \land ψ)) \lor EGψ$, we only consider formulas of the form $φ \lor ψ$, $φ \land ψ$, $EXφ$, $EGφ$, $E(φUψ)$ constructed from propositions and the negation of propositions.

**Definition 3.2** An ECTL formula $φ$ is valid in a $k$-model $M_k$, denoted $M_k \models_k φ$, iff $φ$ is true at some initial state of the model $M_k$.

Similarly, this definition is just definition 2.2 under bounded semantics.

3.2 Encoding the Model in SAT-Formulas

Let $s$ be a vector of state variables, but in this paper, sometimes $s$ is given some assignment, hence it means a state, and we can know this from its context. Let $k \geq 0$, $N_k$ the number of different $k$-paths of $M$, and $s_{i,0}, \ldots, s_{i,k}$ mean a finite sequence of states on some path for each $i \in \{1, \ldots, N_k\}$. We show how to encode the model $M_k$ into a propositional formula as below:

**Definition 3.3 (Encoding the Model)** Let $M_k = \langle S, P_k, I, L \rangle$ be the $k$-model of $M$ and $φ$ an ECTL formula. The propositional formula $[M^{φ,s}]_k$ is defined as follows:

$$[M^{φ,s}]_k := I(s) \land \bigwedge_{i=1}^{N_k} \bigwedge_{j=0}^{k-1} T(s_{i,j}, s_{i,j+1})$$

where $I(s)$ represents a predicate that is only true when $s$ is the initial state; and $T(s_{i,j}, s_{i,j+1})$ iff $(s_{i,j}, s_{i,j+1}) \in T$.

Now we have the encoding for the model $M_k$, and in next subsections we will have the encoding for properties.

3.3 Encoding Formulas for Error Detection

Let $p \in AP$ be a proposition symbol and $p(s)$ represent the propositional formula representing the states in which $p$ is true according to $L$.

**Definition 3.4 (Encoding Formulas for Error Detection)** Given a state $s$ and a formula $φ$, the encoding $[φ, s]_k^c$ (c means for error detection) is defined as follows:

$$[p, s]_k^c = p(s)$$
$$[\neg p, s]_k^c = \neg p(s)$$
$$[φ \lor ψ, s]_k^c = [φ, s]_k^c \lor [ψ, s]_k^c$$
$$[φ \land ψ, s]_k^c = [φ, s]_k^c \land [ψ, s]_k^c$$

$[EXφ, s]_k^c = \bigvee_{i=0}^{N_k} (s = s_{i,0} \land [φ, s_{i,1}]_k^c)$
$$[EGφ, s]_k^c = \bigvee_{i=0}^{N_k} (s = s_{i,0} \land \bigvee_{l=0}^{k} L_{k,l}(l) \land [φ, s_{i,l}]_k^c)$$

$$[E(φUψ), s]_k^c = \bigvee_{i=0}^{N_k} (s = s_{i,0} \land [ψ, s_{i,1}]_k^c \land \bigvee_{l=0}^{k} L_{k,l}(l) \land \bigwedge_{j=0}^{l} [φ, s_{i,j}]_k^c)$$

where $L_{k,l}(l) = T(s_{k,j}, s_{i,j})$ denotes a backward loop from the $k$-th state to the $l$-th state in the symbolic $k$-path $j$, for $0 \leq l \leq k$.

The number of different $k$-paths $N_k$ considered in the encoding of the the model and the ECTL formulas is not a practical one for error detection. For practical application, the sufficient number of paths involved depends on $k$ and the formula $φ$ to be checked. Let $FORM$ be the set of ECTL formulas. [16] defined a function $f_k^c : FORM \rightarrow \mathbb{N}$ which can be used instead of $N_k$.

**Definition 3.5 ($f_k^c$ for Error Detection)** Define $f_k^c : FORM \rightarrow \mathbb{N}$ for error detection as follows:

- $f_k^c(p) = f_k^c(\neg p) = 0$, if $p \in AP$;
- $f_k^c(φ \land ψ) = f_k^c(φ) + f_k^c(ψ)$;
- $f_k^c(φ \lor ψ) = \max(f_k^c(φ), f_k^c(ψ))$;
- $f_k^c(EXφ) = f_k^c(φ) + 1$;
- $f_k^c(EGφ) = (k + 1) \cdot f_k^c(φ) + 1$;
- $f_k^c(E(φUψ)) = k \cdot f_k^c(φ) + f_k^c(ψ) + 1$.

**Definition 3.6** $[M^{φ,s}]_k^c$ is defined as Definition 3.3 except that $f_k^c(φ)$ is used instead of $N_k$.

The encoding of the model checking problem is a combination of the encoding of the model and the formula.
Definition 3.7 \([M, \varphi, s]_k^E := [M^{\varphi \cdot s}]_k \land \lceil \varphi, s \rceil_k^E\)

Now we will explain why it is correct that we translate the model checking problem \(M \models \psi\) to the satisfiability checking problem of \([M^{\varphi \cdot s}]_k \land \lceil \varphi, s \rceil_k^E\) step by step (\(\psi = \neg \psi\)). Let \(M\) be a model, \(s\) be a state of \(M\), \(M_k\) be a k-model of \(M\), and \(\varphi\) be an ECTL formula, then [16] has proved:

- \(M_k, s \models \varphi\) implies \(M, s \models \varphi\), for \(l \geq k\);
- \(M_k, s \models \varphi\) implies \(M, s \models \varphi\);
- \(M \models \varphi \iff M_k \models \varphi\);

With these three points, we can get that:

- \(M_k \models \varphi\) iff \([M, \varphi, s]_k^E\) is satisfiable;
- \(M_k \models \neg \varphi\) iff \([M, \varphi, s]_k^E\) is unsatisfiable, for \(k = |M|\).

With all these points, now we are able to translate the model checking problem to the bounded model checking problem and we can solve the latter problem with a state-of-the-art SAT solver. Please note the power of this method in finding errors largely depends on the fact that if \(M \models \varphi\), there usually exists some \(k < |M|\) such that \(M_k \models \varphi\).

Again, another fact that we have to reach the bound \(k = |M|\) in order to check true ACTL formulas make it impossible to use this method for verification. However, with the encoding given in the next subsection, this may not be a problem.

3.4 Encoding Formulas for Verification

For the purpose of verification of valid ACTL properties, the encoding of ECTL formulas (the negation of the property to be verified) is a little different from that for error detection, and they are defined as follows.

Definition 3.8 (Encoding Formulas for Verification) Given a state \(s\) and a formula \(\varphi\). The encoding \([\varphi, s]_k^E\) (\(\psi\) for means for verification) is defined as follows:

\[
\begin{align*}
[p, s]_k^E &= p(s) \\
[\neg \psi, s]_k^E &= \neg \psi(s) \\
[\varphi \lor \psi, s]_k^E &= \lceil \varphi, s \rceil_k^E \lor \lceil \psi, s \rceil_k^E \\
[\varphi \land \psi, s]_k^E &= \lceil \varphi, s \rceil_k^E \land \lceil \psi, s \rceil_k^E \\
[EX_\varphi, s]_k^E &= V_{i=1}^{N_k} (s = s_{i,0} \land \lceil \varphi, s_{i,1} \rceil_k^E) \\
[\neg \psi, s]_k^E &= V_{i=1}^{N_k} (s = s_{i,0} \land \lceil \neg \psi, s_{i,1} \rceil_k^E) \\
[\neg \psi, s]_k^E &= V_{i=1}^{N_k} (s = s_{i,0} \land \lceil \neg \psi, s_{i,1} \rceil_k^E) \\
[E(\varphi \land \psi), s]_k^E &= V_{i=1}^{N_k} (s = s_{i,0} \land \lceil \psi, s_{i,1} \rceil_k^E) \\
\end{align*}
\]

where \([\varphi, s_{i,j}]\) denoted true, if \(j > k\).

Similarly a calculated number depending on \(k\) and the formula to be verified can be used instead of \(N_k\) for the verification purpose.

Definition 3.9 (\(f_k^E\) for Verification) Define \(f_k^E : FORM \rightarrow N\) for verification as follows:

\[
\begin{align*}
f_k^E(p) &= f_k^E(\neg p) = 0, \text{ if } p \in AP; \\
f_k^E(\varphi \land \psi) &= f_k^E(\varphi) + f_k^E(\psi); \\
f_k^E(\varphi \lor \psi) &= \max(f_k^E(\varphi), f_k^E(\psi)); \\
f_k^E(EX_\varphi) &= f_k^E(\varphi) + 1; \\
f_k^E(EG_\varphi) &= (k + 1) \cdot f_k^E(\varphi) + 1; \\
f_k^E(E(\varphi U \psi)) &= k \cdot f_k^E(\varphi) + \max(f_k^E(\varphi), f_k^E(\psi)) + 1.
\end{align*}
\]

Definition 3.10 \([M^{\varphi \cdot s}]_k^E\) is defined as Definition 3.3 except that \(f_k^E(\varphi)\) is used instead of \(N_k\).

Definition 3.11 \([M, \varphi, s]_k^E := [M^{\varphi \cdot s}]_k \land \lceil \varphi, s \rceil_k^E\)

Now we will explain how we can verify the true ACTL properties using the bounded model checking method. Similarly, let \(M\) be a model, \(s\) be a state of \(M\), \(M_k\) be a k-model of \(M\), and \(\varphi\) be an ECTL formula, then from [23], we know that:

- If \(M_k \models \varphi\), then \([M, \varphi, s]_k^E\) is satisfiable, and this is equal to that if for some \(k\), \([M, \varphi, s]_k^E\) is unsatisfiable, then \(M_k \models \neg \varphi\).

- If \([M, \varphi, s]_k^E\) is satisfiable, then \([M, \varphi, s]_{k+1}^E\) is satisfiable; and this expresses the key idea of this encoding: for some \(k\), if the encoding \([M, \varphi, s]_k^E\) is unsatisfiable, then \([M, \varphi, s]_{k+1}^E\) is unsatisfiable, for \(l \geq k\). This is why this method is only useful for some of the operators.

For some other operators like \(EF\), it is not possible to get a useful encoding [23].

From the two points above, we can get:

- If \(M \models \varphi\), then \([M, \varphi, s]_k^E\) is satisfiable for all \(k \geq 0\).
- If for some \(k\), \([M, \varphi, s]_k^E\) is unsatisfiable, then \(M \models \neg \varphi\).

The second point is essential in the algorithm. We check the encoding \([M, \varphi, s]_k^E\), and if for some \(k\), it is unsatisfiable, then we can tell that the ECTL property \(\varphi\) is false in \(M\), so the ACTL one (\(\psi\)) is true.

3.5 The Bounded Model Checking Algorithm

Let \(M\) be a given model and \(\psi\) an ACTL formula, by combining the two methods described in subsection 3.3 and 3.4 together, we get a total bounded model checking algorithm and its pseudo code is displayed below.

01 Let \(\varphi = \neg \psi\), so \(\varphi\) is an ECTL formula;
for\( (k = 1; k \leq |M|; k++) \) {

Calculate \( f^k_\text{fe}(\varphi) \);

Calculate \( f^k_\text{fv}(\varphi) \);

Encode \([M^\varphi,s_0,0]_k^e\);

Encode \([M^\varphi,s_0,0]_k^v\);

Encode \([\varphi,s_0,0]_k^e\);

Encode \([\varphi,s_0,0]_k^v\);

Check the satisfiability of \([M,\varphi,s_0,0]_k^e\);

Check the satisfiability of \([M,\varphi,s_0,0]_k^v\);

If \([M,\varphi,s_0,0]_k^e\) is unsatisfiable, report that \( M \models \psi \) is valid;

If \([M,\varphi,s_0,0]_k^v\) is satisfiable, report that \( M \models \psi \) does not hold;

If \( k = |M| \) is reached, report that \( M \models \psi \) is valid;

}\)

Note that before we check the satisfiability of \([M,\varphi,s_0,0]_k^e\) and \([M,\varphi,s_0,0]_k^v\), we need to convert them to DIMACS [9] format, and this is done by defining one new variable for each OR-subtree.

The BMC algorithm can verify some valid properties before the completeness threshold \(|M|\), while in the same time it can do error detection as before [16].

4 The Bounded Model Checking Verifier

The bounded model checking verifier (BMV) is a tool which could do either SAT-based bounded model checking for verification of ACTL[16, 23] and \( \forall \mu \)-calculus properties[19] or the traditional BDD-based model checking of \( \mu \)-calculus properties[6]. In this paper, we only consider the BMC algorithm introduced in section 3. The input language of BMV is a first order transition system which allows the description of finite state systems that range from the detailed to the abstract. The language provides for modular hierarchical descriptions, and for the definition of reusable components. The only data types in the language are finite ones - Booleans, scalars and fixed arrays. After inputting a first order transition system and an ACTL formula, BMV can use the BMC algorithm to determine whether specification expressed in an ACTL formula is satisfied or not.

Let us consider the following program in the input language of BMV.

eum\{ \text{req, re, gr } \} \text{ etype};
eum\{ 0..255 \} \text{ byte};

\begin{verbatim}
MODULE MAIN
VAR
  bool x,y,t;
  etype c0[2];
  etype c1[2];
  byte m,n;
PROC
  P (c0,m);
  P (c1,n);
INIT
  x==false && y==false && t==false && m==0 && n==0
TRAN
  m==2 && c0[0]==req && y==true ->
    (x,y,m,c0[0]):=(true,true,m-1,c0[1]);
  m>=n && t==false ->
    (c1[0],t,x):=(gr,true,false);
END

MODULE P(etype c[2],byte l)
VAR
  byte lab;
INIT
  lab==0 && l==0
TRAN
  lab==0 && l==1 ->
    (c[1],l,lab):=(req,2,1);
  lab==1 && l<=2 ->
    (c[0],l,lab):=(re,l+1,2);
END
\end{verbatim}

The model is a first order transition system, whose state is defined by a collection of state variables, which may be of Boolean or enumeration type. In the above program, for example, the variables \( x, y \) and \( t \) are declared to be Boolean type, while the variable type “etype” and “byte” are enumeration type which are introduced by the keyword \textbf{enum}. The value of an enumeration type variable is encoded by the interpreter using a collection of Boolean variables, so that the transition relation may be represented by propositional formulas. This encoding is invisible to the user, however. The input language of BMV also supports the array type whose base type can be either Boolean or enumeration type.

The initial state(s) of the transition system introduced by the keyword INIT is determined by conjunction of condi-
tions. In the above program, for example, in the MAIN process the initial state is set to be the state which satisfies the condition:
\[ x = \text{false} \land y = \text{false} \land t = \text{false} \land m = 0 \land n = 0. \]

The transition relation introduced by the keyword TRAN is determined by a collection of transition rules. A transition rule includes a condition statement and an assignment statement. For example:
\[ m \geq n \land t = \text{false} \rightarrow (c1[0], t, x) := (gr, \text{true}, \text{false}); \]

The assignment statement on the right hand of ‘→’ will be executed if the condition statement on the left hand of ‘→’ is satisfied.

If a variable is not assigned in a program, the BMV system will be free to choose any legal value for the variable, giving it the characteristics of an unconstrained input to the system.

The above program also illustrates the definition of reusable modules. Notice that the module name “MAIN” has special meaning in BMV, in the same way that it does in the C++ programming language. A process can be instantiated several times with different arguments and these processes are introduced by the keyword PROC in the MAIN process.

Any of the members in the language including VAR, PROC, INIT and TRAN is optional, that is, they are not necessary and we use them just according to our requirement.

To summarize, the input language of BMV is designed to be flexible in terms of models it can describe. The language is designed to exploit the capabilities of model checking techniques. As a result, it has been made to support a particular model of communication between concurrent processes.

5 Experimental Results

We have carried out our experiments on three examples: the eight puzzle, a barrel shifter and a multiplier, and performed our experiments on the PC equipped with the processor P4 2.93GHz, 512MB main memory and the operating system Linux 2.6.12. We make use of the satisfiability solver MiniSat2 release 12-08-06 [25], which uses the DIMACS format, in BMV. The test results of BMV are compared against results obtained from Cadence SMV [24] release 10-11-02, and we use the benchmark tool Run [26] to collect the memory consumption of Cadence SMV.

5.1 The Eight Puzzle (EP)

Our first example is the Eight Puzzle, the 3×3 version of the well-known sliding-tile puzzles (see Figure 1). There are eight numbered square tiles, and one empty position, called the “blank”. Any tile horizontally or vertically adjacent to the blank can be swapped with the blank. The goal is to rearrange the tiles from some random initial configuration into a particular goal configuration. The initial configuration of our example is shown in the right graph of Figure 1, and in the graph, 0 means the “blank” position and 1-8 mean the eight square tiles. We number the nine positions p0-p8, which are shown in the left graph of Figure 1.

\[
\begin{array}{ccc}
p0 & p1 & p2 \\
p3 & p4 & p5 \\
p6 & p7 & p8 \\
0 & 1 & 2 \\
3 & 4 & 5 \\
6 & 7 & 8 \\
\end{array}
\]

Figure 1. The Eight Puzzle (EP)

We have tested two properties which are expressed by ACTL formulas. One is false and the other is true. The true formula is \( \psi_t = \text{AXAF} (n0=0 || n2=0 || n4=0 || n6=0) \), which means after a step, in the future, for all paths one of the four positions n0, n2, n4 and n6 will be the “blank” position. The false formula is \( \psi_f = \text{AG} \neg(n0=8 \land n1=7 \land n2=6 \land n3=5 \land n4=4 \land n5=3 \land n6=2 \land n7=1 \land n8=0) \), which means for all paths, the problem will never reach the configuration illustrated in Figure 2.

\[
\begin{array}{ccc}
8 & 7 & 6 \\
5 & 4 & 3 \\
2 & 1 & 0 \\
\end{array}
\]

Figure 2. The Final Configuration of EP

The test results of this example are shown in Table 1 (Cadence SMV) and Table 2 (BMV) respectively. For Cadence SMV, we present its time consumption (Time), memory consumption (Memory) and BDD nodes allocated (BDDs); and for BMV, we present the time consumption (Time), the memory consumption (Memory), the bound k it needs (k), the number of variables (Vars) and the number of clauses

1The time and memory consumption only mean that actually used by MiniSat2. Overhead in converting the encoding into DIMACS format is not counted, because what really matters in BMC should be the time and memory consumption used by the SAT solver. Also, we only give the time
and memory consumption for the reported maximum bound $k$, so the time and memory consumption do not include the runs before $k$, i.e. from 1 to $k - 1$.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Time</th>
<th>Memory</th>
<th>BDDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_t$</td>
<td>12.44</td>
<td>39.4</td>
<td>1609020</td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>10.51</td>
<td>31.1</td>
<td>1098233</td>
</tr>
</tbody>
</table>

Table 1. Test Results of SMV for EP

<table>
<thead>
<tr>
<th>Formula</th>
<th>Time</th>
<th>Memory</th>
<th>Vars</th>
<th>Clas</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_t$</td>
<td>0.06</td>
<td>6.84</td>
<td>10563</td>
<td>29550</td>
<td>1</td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>324.29</td>
<td>117.86</td>
<td>156220</td>
<td>436276</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 2. Test Results of BMV for EP

From the experimental results of this example, we can see that for the true formula $\psi_t$, BMV performs much better than SMV in both time and memory consumption. However, for the false formula $\psi_f$, SMV outperforms BMV because the bound $k$ BMV needs is too big (30).

### 5.2 A Barrel Shifter (BS)

The barrel shifter, which comes from [27], rotates the contents of a register file $B = \{b0, b1, b2, b3, b4\}$ with one position in each step. Let $x'$ mean $\text{next}(x)$ for a variable $x$. The specification of BS is then as follows: $b0' = b4$, $b1' = b0$, $b2' = b1$, $b3' = b2$ and $b4' = b3$. The system also contains a fixed register file $R = \{r0, r1, r2, r3, r4\}$, and $r'0 = r0$, $r1' = r1$, $r2' = r2$, $r3' = r3$ and $r4' = r4$. At the initial state, we have $b0 = r0$, $b1 = r1$, $b2 = r2$, $b3 = r3$ and $b4 = r4$.

We have tested two properties which are expressed by ACTL formulas. One is false and the other is true. The true formula is $\psi_t = \text{AF} (b0 = r4 \rightarrow b1 = r0)$, which means in the future, for all paths if $b0 = r4$, then $b1 = r0$. The false formula is $\psi_f = \text{AF} \neg(b0 = r4)$, which means in the future, for all paths, $b0 \neq r4$. The reason of that $\psi_f$ is false is if $r0 = r1 = r2 = r3 = r4$, then for all paths, $b0 = r4$ is always true.

The test results of this example are shown in Table 3 (Cadence SMV) and Table 4 (BMV) respectively. "Type" in the tables means the type of the variables ($b0 \times b4$, $r0 \times r4$). For example, 7 means that the variables can be assigned a value of 0–7. "-" means out of memory and the process is killed by Run [26]. The bound $k$ BMV needs for $\psi_t$ is 4 and 1 for $\psi_f$.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Type</th>
<th>Time</th>
<th>Memory</th>
<th>Vars</th>
<th>Clas</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_t$</td>
<td>7</td>
<td>3.89</td>
<td>764</td>
<td>1988</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\psi_t$</td>
<td>8</td>
<td>4.06</td>
<td>942</td>
<td>2843</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\psi_t$</td>
<td>9</td>
<td>4.03</td>
<td>1000</td>
<td>3104</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\psi_t$</td>
<td>10</td>
<td>4.04</td>
<td>1058</td>
<td>3365</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>1</td>
<td>3.77</td>
<td>492</td>
<td>1478</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>2</td>
<td>3.90</td>
<td>588</td>
<td>2113</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Test Results of SMV for BS

<table>
<thead>
<tr>
<th>Formula</th>
<th>Type</th>
<th>Time</th>
<th>Memory</th>
<th>Vars</th>
<th>Clas</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_f$</td>
<td>7</td>
<td>3.91</td>
<td>634</td>
<td>2320</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>10</td>
<td>3.90</td>
<td>680</td>
<td>2527</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\psi_f$</td>
<td>11</td>
<td>3.91</td>
<td>726</td>
<td>2734</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Test Results of BMV for BS

From the experimental results of this example, we can see that both for the true formula $\psi_t$ and for the false formula $\psi_f$, BMV performs much better than SMV in both time and memory consumption, and this is often the case when we have a small bound $k$ in bounded model checking.

### 5.3 A Multiplier

The example, which also comes from [27], models an $n \times n$ bit shift-and-add multiplier. There are two arrays $f[n]$ and $i[n]$ in the models, and the models shifts the contents of $f[n]$ from left to right bit by bit while keeping $i[n]$ unchangeable.

We have tested the same property expressed by the ACTL formula $\psi = \text{AF} \neg done$ according to two different multiplier models, and one is correct (the highest bit is set to 0), denoted by $M_t$, and the other is incorrect (the highest bit is set to 1), denoted by $M_f$.

The test results are shown in Table 5 (Cadence SMV).
and Table 6 (BMV) respectively. "Bit" in the tables means the number of the bits of the multiplier. For example, 16 means the multiplier is a $16 \times 16$ bit one, and $k$ means the bound we need.

<table>
<thead>
<tr>
<th>Model</th>
<th>Bit</th>
<th>Time</th>
<th>Memory</th>
<th>Vars</th>
<th>Clas</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_t$</td>
<td>16</td>
<td>10.83</td>
<td>69.0</td>
<td>2895362</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_t$</td>
<td>17</td>
<td>23.4</td>
<td>133.6</td>
<td>5798747</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_t$</td>
<td>18</td>
<td>50.46</td>
<td>263.7</td>
<td>11608541</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_t$</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_f$</td>
<td>16</td>
<td>11.44</td>
<td>69.0</td>
<td>2894677</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_f$</td>
<td>17</td>
<td>24.43</td>
<td>133.8</td>
<td>5797688</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_f$</td>
<td>18</td>
<td>53.07</td>
<td>264.1</td>
<td>11607575</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_f$</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Test Results of SMV for the Multiplier

<table>
<thead>
<tr>
<th>Model</th>
<th>Bit</th>
<th>Time</th>
<th>Memory</th>
<th>Vars</th>
<th>Clas</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_t$</td>
<td>16</td>
<td>0.00</td>
<td>3.77</td>
<td>2913</td>
<td>4944</td>
<td>16</td>
</tr>
<tr>
<td>$M_t$</td>
<td>17</td>
<td>0.01</td>
<td>3.77</td>
<td>3282</td>
<td>5629</td>
<td>17</td>
</tr>
<tr>
<td>$M_t$</td>
<td>18</td>
<td>0.01</td>
<td>3.97</td>
<td>3673</td>
<td>6302</td>
<td>18</td>
</tr>
<tr>
<td>$M_t$</td>
<td>19</td>
<td>0.00</td>
<td>3.77</td>
<td>558</td>
<td>1006</td>
<td>1</td>
</tr>
<tr>
<td>$M_f$</td>
<td>16</td>
<td>0.00</td>
<td>3.77</td>
<td>568</td>
<td>1068</td>
<td>1</td>
</tr>
<tr>
<td>$M_f$</td>
<td>17</td>
<td>0.00</td>
<td>3.77</td>
<td>568</td>
<td>1068</td>
<td>1</td>
</tr>
<tr>
<td>$M_f$</td>
<td>18</td>
<td>0.00</td>
<td>3.78</td>
<td>601</td>
<td>1130</td>
<td>1</td>
</tr>
<tr>
<td>$M_f$</td>
<td>19</td>
<td>0.00</td>
<td>3.77</td>
<td>634</td>
<td>1192</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6. Test Results of BMV for the Multiplier

From the experimental results, we can see that both for error detection and for verification, BMV performs much better than SMV in both time and memory consumption.

5.4 Experimental Evaluation

We have carried out our experiments on three examples: the eight puzzle, a barrel shifter and a multiplier. In Figures 3 and 4, there are eight graphs which depict the experimental results from Table 3, 4, 5 and 6. Figure 3 shows the results of the barrel shifter. The two top graphics show the time and memory consumption for $\psi_t$ of SMV and BMV, and the graphs below show the same information for $\psi_f$. Figure 4 shows the results of the multiplier. The two top graphics show the time and memory consumption for $M_t$ of SMV and BMV, and the graphs below show the same information for $M_f$.

These graphs illustrate that for these two problems, and for both error detection and verification, BMV performs much better than SMV in both time and memory consumption (the graphs of the resource consumption of BMV are quite close to the horizontal axis and almost invisible in the figures).

6 Conclusions and Future Work

The basic idea of Bounded model checking is similar to that for searching finite models [20], and in the bounded model checking approach, we search for counter models of given sizes until we find one, and so it is designed to
find errors. However, in this paper, we have considered two bounded model checking methods [16, 23], which are for finding errors and verification respectively, and combined them to a BMC algorithm. Then we have implemented a tool named BMV (bounded model verifier) based on this algorithm, and carried out a number of experiments, and then we make a comparison of BMV and Cadence SMV. The experiments results show that for certain types of problems, BMV can perform much better than Cadence SMV in both time and memory consumption.

We believe that this is the first attempt to have an implementation of a method that combines practical error detection and verification of ACTL properties by SAT-based model checking. Similar tool can be built for LTL properties. The reason why we choose ACTL for this first attempt is that the number of iterations in the bounded model checking needed for proving or disproving ACTL properties is usually smaller than that for similar LTL properties [16], and this number is important for the practical efficiency of the method.

There are two directions for future work. One is to improve the encoding based on [12], so we can reduce the length of the encoding. The other is to use non-CNF SAT-solver like SatMate [10], thus to reduce the overhead due to the need for additional variables when converting the encoding to DIMACS format. This, however, largely depends on the performance of the non-CNF SAT solver.
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