FastCA: An Effective and Efficient Tool for Combinatorial Covering Array Generation
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Abstract—Combinatorial interaction testing (CIT) is a popular approach to detecting faults in highly configurable software systems. The core task of CIT is to generate a small test suite called a t-way covering array (CA), where t is the covering strength. A major drawback of existing solvers for CA generation is that they usually need considerable time to obtain a high-quality solution, which hinders its wider applications. In this paper, we describe FastCA, an effective and efficient tool for generating constrained CAs. We observe that the high time consumption of existing meta-heuristic algorithms is mainly due to the procedure of score computation. To this end, we present a much more efficient method for score computation. Thanks to this new lightweight score computation method, FastCA can work in the gradient mode to effectively explore the search space. Experiments on a broad range of real-world benchmarks and synthetic benchmarks show that FastCA significantly outperforms state-of-the-art solvers, in terms of both the size of obtained covering array and the run time.
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I. INTRODUCTION

Modern software systems are usually highly-configurable. The behaviours of the system can be controlled by setting configurable options to meet the demand of users. However, it is challenging to validate these software, as failures may be caused by some combinations of options [1], [2], while the number of configurations grows exponentially with the number of options. To remedy this situation, the combinatorial interaction testing (CIT) approach has emerged as a popular paradigm for detecting option-combination faults of configurable software systems. It significantly reduces the number of required test cases, by systematically sampling from the configuration space.

The core task of CIT is to generate a test suite as small as possible, by which each t-way combination of values of options \(\langle p_i = v_i, \ldots, p_n = v_n \rangle\) is covered at least once. Such a test suite is called a t-way covering array (CA), where t is the covering strength. Empirical studies suggest that most of the failures in highly-configurable systems are caused by the interaction of a limited number of t options, usually between two and six [1]. These failures can be revealed by a t-way CA.

In most real-world systems, there are hard constraints on the permissible combinations of values of the options, which must be taken into account when generating CAs [3]. This gives rise to the constrained covering array generation (CCAG) problem, which aims at generating a CA of minimum size while satisfying all constraints. A major drawback of existing solvers for solving CCAG is that they usually need considerable time to obtain a high-quality solution, which hinders its wider applications. While the greedy solvers [4], [5], [6] are fast, they usually generate CAs of large size. Meta-heuristic solvers [7], [8], [9], [10] can find smaller CAs, but with the price of much more time consumption.

This work describes an efficient meta-heuristic solver for CCAG named FastCA [11], which can provide good solutions within much shorter time compared to state-of-the-art CCAG solvers. It utilizes a new lightweight score computation method that is much faster than the previous methods. FastCA employs three search modes, including the gradient mode, the greedy mode, and the random mode. Note that this is the first time a gradient step (which needs to query the scores of many operations) is implemented in meta-heuristics solvers, thanks to the lightweight score computation method. Experimental results on a broad range of real-world benchmarks and synthetic benchmarks show that FastCA is much faster and obtains better solutions than previous heuristics.

II. OVERVIEW

The framework of the FastCA solver is presented in Algorithm 1. Given an input system under test and the covering strength t, the FastCA solver outputs the best found covering array within the cutoff time. It is based on the local search methodology [12]. As a first step, the solver calls an initialization function to construct a CA (Line 1), which serves as a starting point for the search procedure. The initialization is provided by a well-known greedy solver ACTS [5]. Then, FastCA iteratively refines the current solution until the cutoff time is reached (Line 3–12). In the course of the procedure, whenever the solver successfully finds a CA \(\alpha\) (i.e., all interactions are covered), it randomly removes one test case from \(\alpha\) and continues to search for CA of smaller sizes (Line 4–6). The search procedure is guided with the score of operations, which indicates the reduction of the number of uncovered interactions. It works among three different modes.
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Algorithm 1: The FastCA algorithm

Input: System under test, covering strength t
Output: CA α*
1 α ← Initialization();
2 α* ← α;
3 while The termination criterion is not met do
4     if there is no uncovered interaction then
5         α* ← α;
6         Remove one row (test case) from α;
7         // Its effectiveness relies on the lightweight score computation
8         α ← Gradient_Mode();
9         if Gradient_Mode is not successful then
10            if With probability p then
11                α ← Random_Mode();
12            else
13                α ← Greedy_Mode();
14     return α*;

The Gradient Mode — This is a particular mode of FastCA. In this mode, it collects all candidate operations which will cover at least one uncovered interaction. The operation with the highest score is chosen. If the score is positive, it is applied to the partial-CA α. Otherwise, the search procedure switches to the other modes. The gradient mode is the major mode of the search procedure. This mode intensively reduces the number of uncovered interactions in order to obtain high-quality solutions. More details are described in Section III-C.

The Greedy Mode — Unlike the gradient mode, this mode only considers the operations related to one uncovered interaction. It first randomly selects an uncovered interaction and calculates the score of operations which will at least cover the chosen interaction. The operation of the highest score is applied to the partial-CA α, even when its score is negative.

The Random Mode — This mode is proposed for better exploring the search space and diversifying the search. It replaces one randomly chosen test case of the partial-CA to cover a pre-selected uncovered interaction.

When the gradient mode is not successful, that is, there is no candidate operation of positive score, the FastCA solver works in the greedy mode with a probability p, otherwise (with a probability 1 − p) it works in the random mode.

III. MAIN IDEAS AND IMPLEMENTATION

This section introduces two main ideas of FastCA, including the lightweight score computation and the gradient mode. We also describe important implementation details here.

A. Bottlenecks of Meta-heuristic Solvers

Our analysis shows that a bottleneck that hinders the performance of meta-heuristic solvers for CCAG is the high time complexity of the score computation methods. For an operation \( op(tc[p] ← v) \) that modifies the test case \( tc \) by assigning \( v \) to the option \( p \), a commonly used method for computing \( \text{score}(op) \) is to check each interaction \( \tau \) involving \((p, v)\) and measures the change in the number of uncovered interactions. A simple analysis shows that there are \( \binom{k}{t-1} \times 2 \) interactions to be checked for computing the score of only one operation, where \( k \) is the number of options and \( t \) is the required covering strength.

This process is of high complexity and is very time-consuming in practice. For instance, considering the Apache HTTP Server instance with \( k = 172 \) options, and supposing the covering strength \( t = 3 \), we need to check 29 070 interactions for computing an operation’s score. Many heuristic strategies require computing scores for numbers of operations in each step. Experimental results on TCA for solving real-world benchmarks show that the time consumption of score computation occupies 34.5%, 77.1%, and 77.4% of the time budget for 2, 3, and 4 way covering strength respectively [11].

B. Lightweight Score Computation

An important fact is that only uncovered interactions and 1-covered interactions (interactions covered exactly once) are related to the score of an operation. The number of these interactions is expected to be small. By surveying a state-of-the-art solver TCA, we found that the number of uncovered interactions and related 1-covered interactions only occupy 0.01% and 0.11% of the \( \binom{k}{t-1} \times 2 \) interactions on real-world instances, respectively. Based on this observation, the score can be computed in a lightweight manner as follows.

Lightweight_score_computation(operation op):
1) calculate \( \text{make}(op) \), which is the number of uncovered interactions that will become 1-covered after applying \( op \).
2) calculate \( \text{break}(op) \), which is the number of 1-covered interactions that will become uncovered after applying \( op \).
3) \( \text{score}(op) = \text{make}(op) − \text{break}(op) \).

To calculate \( \text{make}(op) \), we use an array to maintain the uncovered interactions during the search procedure and check whether each of them is covered after the \( op \) operation. Since the number of uncovered interactions is rather small, \( \text{make}(op) \) can be calculated efficiently. The \( \text{break}(op) \) can also be calculated with low time complexity. We use a 3-dimension array to store the 1-covered interactions indexed by test case \( tc \) and option \( p \). In this way, for an operation \( op(tc[p] ← v) \), \( \text{break}(op) \) is equal to the number of interactions stored in the array of option \( p \) in \( tc \). Therefore, the time complexity for calculating \( \text{break}(op) \) is \( O(1) \). To efficiently maintain (i.e., push and pop) these data structures, we also track the positions of each uncovered and 1-covered interaction in the arrays.

C. The Gradient Mode

The main procedure of meta-heuristics algorithms is searching for CAs of iteratively smaller size. The effectiveness of this search procedure relies on the combination of intensification and diversification strategies which are guided with the scores...
of operations [12], [13], [14]. The state-of-the-art solver TCA interleaves between the greedy mode (intensification) and the random mode (diversification) [10]. However, the greedy mode only considers operations involving one selected uncovered interaction. Therefore, there is a considerable probability that the score of the chosen operation is negative, even when there are other operations of positive score.

Thanks to the lightweight score computation method, some algorithmic strategies that are not affordable previously now can be implemented with affordable time consumption. Instead of considering only one uncovered interaction, the gradient mode of FastCA searches for good operations in a much larger space (Section II). Whenever operations of positive score exist, the gradient mode leads to a reduction of the number of uncovered interaction. Although the gradient mode involves much more score computations than the greedy mode, the enhancement of the search outweighs the time consumption if the lightweight score computation method was used.

D. Constraint Support

To generate a valid covering array, the constraints on the permissible combination of values of options must be handled correctly. In FastCA, the constraints are encoded as the conjunctive normal form of the first-order logic formula. For example, the clause $p_1 \neq a \lor p_2 = b$ means that if the value of option $p_1$ is set to $a$, then $p_2$ must be set to $b$. In the initialization, we use the greedy solver ACTS [5] to generate a covering array subjecting to all constraints. After the initialization, FastCA prohibits operations which violate the constraints, so the validity of the partial-CA is guaranteed during the entire search procedure. Noting that since each test case is a complete assignment to all options, we do not need any constraint solving in the course of the search procedure. Using the concrete value of each option, it is straightforward to check whether an operation violates the constraints.

E. Possible Extension

For industrial or safety-critical systems, it usually requires higher covering strength testing for subsets of components, while keeping relatively lower covering strength for other components. In this case, variable strength covering arrays may be more effective and efficient [15]. Currently, FastCA only supports generating CAs with uniform covering strength for all options. But it should be easily extended to support variable covering strength by maintaining independent data structures for score computation of each covering strength.

IV. EVALUATION

The performance of FastCA is evaluated on real-world and synthetic benchmarks. Among them are 26 industrial instances, including 6 popular instances SPINV, SPINS, GCC, Apache HTTP Server, Bugzilla, and TCAS [3], as well as 20 instances from IBM covering a broad range of applications including banking systems, telecommunications, healthcare, etc [16]. The other 30 instances are synthetic instances generated based on the characteristics of the industrial instances [8]. The covering strength is set to $3$, which is well studied by previous literature [8], [9], [10].

While greedy solvers are faster, meta-heuristic solvers can produce better solutions. FastCA is developed with the expectation that it combines the advantage of greedy solvers and meta-heuristic solvers. Therefore, we evaluate FastCA against state-of-the-art solvers in terms of both the size of CAs and the time consumption. The competitor solvers include three meta-heuristic solvers TCA [10], HHSA [9] and CASA [8], as well as a greedy solver ACTS [5]. We report the smallest size (‘min’) and the averaged size (‘avg’) found by the respective algorithm over 10 runs, with the cutoff time set to 1000 seconds for each run. The running time (‘time’) is averaged over 10 runs for finding the optimized CAs. To further illustrate the efficiency of FastCA, we also report the results of FastCA in a much shorter time budget of 100 seconds.

The experimental results on the industrial instances are presented in Table I, which is taken from [11]. As it is shown, under the same time budget of 1000 seconds, FastCA outperforms all its competitors significantly and achieves the smallest covering arrays (cover all interactions) on most instances. It is impressive that even within only one-tenth of the time budget, FastCA still stands out to be the best solver. More experimental results are available on the GitHub repository.

A. Speedup of Parallel Execution

To solve difficult instances more efficiently, parallelism is supported in FastCA. In the course of the search procedure, the score computation of operations, as well as the applying of the selected operation, can be executed in parallel. We run the multi-thread version of FastCA, which parallelizes both score computation and operation applying, on three difficult instances out of six industrial instances, including Apache, GCC, and SPINV. On the other three easy instances (Bugzilla, SPINS, and TCAS), the benefit brought by multi-threads may not cover the cost of inter-thread communication.

Figure 1 presents the speedups in terms of step numbers when using different numbers of threads. It is shown that the
performance of FastCA is further improved for solving difficult instances with the support of multi-threads.

V. CONCLUSION

We present a new solver FastCA for CCAG, which can provide high quality solutions within much shorter time compared to state-of-the-art CCAG solvers. Based on the lightweight score computation method, FastCA works efficiently in the new gradient mode to explore the search space more widely and intensively. Experimental results show that FastCA outperforms all state-of-the-art CCAG solvers significantly on the metrics of the CA size and the run time. It is able to achieve better solutions even within a much shorter time budget.

The testing benchmarks and the detailed experimental results are available at https://github.com/jkunlin/FastCA_tool.
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