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Nondeterministic finite state automata (NFA)

A nondeterministic finite state automaton A is a tuple (Q, X, 6, o, F)
such that

e () is a finite set of states,

Y is the finite alphabet,

qo is the initial state,

F < @ is the set of final states,

6 S Q x X x Q is the transition relation.

A run of A over a word w = ay ...a, € X* is a state sequence
qo4q1 - - - qn such that for every i : 1 <14 < n, (gi—1,ai,q;) € 0.

A run qq...q, is accepting if ¢, € F.

If there is an accepting run of A over w, then w is said to be
accepted by A.

Let £(A) denote the set of words accepted by A.
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NFA with e transitions (e-NFA)

A e-NFA is a NFA (Q, X%, 0, qo, F') with

s x(Zufe}) xQ.

A run of A over a word w € ¥* is a sequence ¢oa1q1as . ..anqy, S.t.
for everyi:1<i<n, (¢-1,0i,¢)€d and ay ...a, = w.
Note that a; (1 <4 < n) may be ¢.

Proposition. e-NFA = NFA.
Because a NFA is a e-NFA, it suffices to prove that

from any e-NFA A, an equivalent NFA B can be constructed.
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NFA with e transitions (e-NFA): continued

Let A= (Q7 Zu 6u q0, F)
Compute inductively the e-reachability relation R as follows.

o Ry = {(q7Q) | q€ Q} Y {(qvq/) | (Q757ql) € 6}7
°© Rit1 =R, u{(g,q)]3¢"€Q,(q:4"),(¢",d) € Ri}.
Then let B = (Q, X, ', qo, F) such that

8 ={(¢q,a,q¢") |aex,3¢".(q,4") € R, (¢",a.q) € 6}.
Aj41

o ay qr---4i€Gig1 - qi-1 € 4j @j+1 dj+1 -+ - dn

(¢i,q;) €R
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Right linear grammar

A right linear grammar is a grammar G = (N, X, P, S) such that P
contains rules of the form

A—aB, orA—a, or A— ¢, whereae X, BeN.

Proposition. Right linear grammar = NFA

From right linear grammar to NFA

Let G = (N, X, P, S) be a right linear grammar.
Construct A = (N v {¢gs},%,4, 5, F) as follows.

o F={g}U{A|A—el.
@ ¢ is defined by the following rules,
(A,a,B)€ed iff A—aB, (A,a,qr)€d iff A— a.

Zhilin Wu (SKLCS) Regular languages November 4, 2012



Right linear grammar

A right linear grammar is a grammar G = (N, X, P, S) such that P
contains rules of the form
A—aB, orA—a, or A— ¢, whereae X, BeN.

Proposition. Right linear grammar = NFA

From right linear grammar to NFA

Let G = (N, X, P, S) be a right linear grammar.
Construct A = (N v {¢gs},%,4, 5, F) as follows.

o F={g}U{A|A—el.
@ ¢ is defined by the following rules,
(A,a,B)€ed iff A—aB, (A,a,qr)€d iff A— a.

From NFA to right linear grammar

Let A = (Q,%,0,q0, F) be a NFA.
Construct a right linear grammar G = (@, X, P, o) as follows.

q—aq iff (g,0,¢)€Ed, q—ciffqeF.
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Regular expression

Syntax of regular expressions is defined by the following rules,

ri=ale|riure|ry-ro |7},

Semantics,
o L(a) = {a}, L(c) = {e},
o L(r1ury) = L(r1) u L(ra),
© L(ry-rz) = L(r1) - L(r2),
o L(ry) = (L(r))",

where

(4] Ll-ng{uv|ueL1,veL2},
o

o L* =] L,
i=1

o L0 ={e}, L' = L*"! . L for any i > 0.
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Equivalence between regular expression and NFA

Theorem. Regular expression = NFA.

From regular expression to NFA

Let r be a regular expression. Construct A from r inductively as follows.
o If r = a, then A = ({q0,q1}, 2,9, q0, {q1}) such that (qo,a,q1) € 0.

o Ifr = g, then "4 = ({q0}72’ @76107 {qo})7
o if r =17y Ury, let A; = (Qi, %, 5, ¢5, F;) for r; (where i = 1,2), then
A = (Ql v QQ Y {q0}72557 quF) such that

o § =201 Ud2 U {(q,a,9) | (g5,a,q) € 61 or (¢3,a,q) € 52},
« F=F, uPF.

o Ifr=ry-m9, let A; = (Qi, 3, 6;, 5, F;) for 7; (where i = 1,2), then
A= (Q1UQ2,%,6,q,F) such that
° 5=61 U52 U{(q7a7ql) | qEFh(qgaavql)E(SZ}»
o if ¢} € Fy and ¢¢ € F, then F = F» U {¢3}, otherwise F = Fb.
o If r:= (r1)*, let Ay = (Q1,%, 1,4, F1) for 71, then
A= (Ql U {qo}vzaéa qo0, {qo}) such that
5 = 61 Y {(qoaa7q) | (qé7aaQ) € 51} Y {(q7a7qo) | Elq/ E Fl'(Qaa7q/) € 51}

4
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Equivalence between regular expression and NFA

Theorem. Regular expression = NFA.

From NFA to regular expression

Let A= (Q,%,0,q1,F) be a NFA. Suppose Q = {q1,...,qn}-
Consider the languages R;j’s:

The set of words over which there is a run from g; to q; such that
the indices of all the intermediate states (not including g;,q;) are < k.

Define 74;1’s inductively for R;;i’s as follows.
@ Tij0 = U a.
a:(qi,a,q;)€S
@ Tijk = Tij(k—1) Y Tik(k—l)(Tkk(kq))*?"kj(kq)~
Let 7 = |J 71in-

q;EF

Claim. L(r) = L(A).

Regular languages:

Languages that can be defined by NFA (or right linear grammar or
reqular expression).
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Pumping lemma

Pumping lemma. Let L be a regular language. Then there is n > 1 such
that for any u € L with |u] = n, u can be decomposed into zyz satisfying that

° [yl=1, lyl <n,
e and for any i € N, xy’z € L.

Suppose A = (Q, X, d, qo, F) is an NFA defining L.
Let n = |Q).
Then for any v = ay ...a,, € L such that m > n,

consider an accepting run of A on u, $ay Qoaiqi - - . AmGm.-

Because m > n, it follows that

there must be r,s : 0 < 7 < s < m such that q, = ¢s.

Letx=a1...0r, Yy =Qpy1...05, 2 =0Cs41---0p-
For any 7 € N,

doaiqiy - - - ar(qrarJrl cee QSflas)ZQSas+1QS+1 « - AmGm

is still an accepting run of A. Therefore, 24’z € L.
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Applications of pumping lemma

= {a"b" | n = 1} is not regular.
To the contrary, suppose that L is regular. Then thereisan > 1
satisfying the condition in pumping lemma.
Consider u = a™b™. Then u = xyz such that |y| > 1 and |y| < n and
zy'z € L for any i € N.

ey=a'ory=>0b: xy’z ¢ L.
o y=a'tV: zy®z ¢ L.
In both situations, we have a contradiction.

Corollary. Regular language c CFL.
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Myhill-Nerode equivalence relation

Let L € X*. Define ~7, over X* as follows: For any u,v € ¥*,
u~pviffVzeX*uze L < vze L.

Proposition. ~j is a right congruence.

~, is an equivalence relation: reflexive, transitive and symmetric.
For any u,v :u ~p v and z € ¥*, uz ~p vz. ]

The index of ~, is the number of equivalence classes of ~,.

Example: Let L = a*b, then ~, contains

three equivalence classes a*, a*b, a*b(a U b)t.
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Myhill-Nerode theorem

Theorem. Let L € ¥*. Then L is regular iff ~f is of finite index.

“Only If” direction

Suppose L is defined by the NFA A = (Q, %, 0, qo, F).
Then for any z € X*, define R(z) as

the set of states that can be reached from qq after reading x.

It follows that
for any u,v e £*, R(u) = R(v) = u ~r v.

Therefore, ~;, is of finite index.

“If” direction

| A\

Suppose ~ is of finite index.
Let E1,..., E, be the equivalence classes of ~; and F; = [¢].
Then A = ({E1,...,E.}, 2,0, E1,{E; | E; n L # &}), where

(Ei,a, E]) €0 Zﬁ du e Ei.ua E Ej.
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DFA and subset construction

A DFA is an NFA A = (Q, X, 9, qo, F') such that for every ¢ € Q, a € 3,
0(g,a)| < 1.
A complete DFA is a DFA such that for every ¢ € Q, a € X, |§(q,a)| = 1.

Theorem. NFA = DFA.

It suffices to show that for every NFA A, an equivalent DFA B can be
constructed.
The intuition:

do
‘" qia @k
as \\‘x——_—/’\\/
(\q271 .. _ N
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DFA and subset construction: continued

Let A=(Q,X,0,qo, F), construct B = (Q’', %, 4, g, F’) as follows.

o Q' = Pow(Q),
° qp = {q},
o F' ={X e Pow(Q) | X nF # &},

for every X € Pow(Q), 6(X,a) = | d(q, a).
qeX

The above construction is called the subset construction.
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Minimization: An example
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Minimization: An example
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Uniqueness of minimum-size DFA

Theorem. For every regular language L € X*,

there is a unique complete DFA of the minimum size.

Morphism

Let A = (Q1,%,01,¢5, F1) and B = (Q2, %, 02, g5, F2) be two DFAs.

A morphism from A to B is a surjective mapping A from @1 to Q2 such that
° h(g)) = 43,
e for every g € Q, q € Fy iff h(q) € F,
o for every ¢,q' € Q,a € X s.t. 01(q,a) = ¢, it holds d2(h(q), a) = h(q’).

A morphism is called an isomorphism iff A is bijective.
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Uniqueness of minimum-size DFA: continued

Let L € X* be a regular language.
Let A = (Qr,%,dL,qf, Fr) be the DFA corresponding to ~,,
o (@ is the set of equivalence classes of ~p,
e r([z],a) = [za] for any z € %,
o gt =1[e], Fr ={[z] | z € L}.
Claim. For every DFA A such that L(A) = L, 3 a morphism from A to Af.
Proof.

Let A = (Q,%,0,q0, F) be a complete DFA such that L(A) = L.
Then for every x,y € X* such that §(qo, z) = d(qo,vy), we have

for every z € X* xz € L iff yz € L.
Define a mapping h : Q — @, as follows: h(q) = [z] with d(qo,z) = g.
@ h is surjective since A is complete,
° (qo) = [¢] = ¢f
o if ¢ € F, then h(q) = [z] for z € £* s.t. 0(qo,z) =¢q. So x € L, [z] € FL,
e if 0(q,a) = ¢, then 6, (h(q),a) = 0r([z],a) = [za] = h(q") with
5(q0,2) = q.

[ ]
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Uniqueness of minimum-size DFA: continued

Let L € X* be a regular language.
Let A = (Qr,%,dL,qf, Fr) be the DFA corresponding to ~,,
e (@ is the set of equivalence classes of ~p,
e dr([z],a) = [za] for any = € %,
o qy =[e], Fr = {[z] |z € L}.
Claim. For every DFA A such that L(A) = L, 3 a morphism from A to Ayp.
Because |A| = |AL|,
it follows that Ayp is the DFA defining L of the minimum size.
Uniqueness.
Suppose B is a DFA of the minimum size defining L.
Then B has the same size as Ay,.
According to the claim, there is a morphism h from B to Ap,.
Because h is surjective, it follows that h is bijective.

Therefore, h is an isomorphism from B to Ay,.
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Minimization

The problem
Given a DFA A, construct an equivalent DFA B of the minimum size.

Let A = (Q,%,4,q0, F) be a DFA.
Compute inductively an equivalence relation ~ 4 over @ as follows, until

z_,\,l-‘rl

~AT .A

o grYydifqge FedeF,

0 g~ ’Jrlq iff ¢ & ¢’ and Ya € ¥, §(q,a) &4 6(¢', a).

Because V1. flczg, it follows that the above procedure terminates.
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Minimization

The problem
Given a DFA A, construct an equivalent DFA B of the minimum size.

Let A = (Q,%,4,q0, F) be a DFA.
Compute inductively an equivalence relation ~ 4 over @ as follows, until

z_,\,l-‘rl

~AT .A

o grYydifqge FedeF,

0 g~ ’Jrlq iff ¢ & ¢’ and Ya € ¥, §(q,a) &4 6(¢', a).

Because V1. ﬁrlczg, it follows that the above procedure terminates.
Observation. ~ 4 enjoys the following properties.

e graq =qeFiff ¢ € FandVxe X* §(¢,x) ~4 0(¢,x),

@ g#%4¢q = dxeX* st. 0(q,x) € F and 6(¢',x) ¢ F or vice versa.
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Minimization

The problem
Given a DFA A, construct an equivalent DFA B of the minimum size.

Let A = (Q,%,4,q0, F) be a DFA.

Compute inductively an equivalence relation ~ 4 over @ as follows, until
~1 _Nl-‘rl
NAT .A

o grYydifqge FedeF,

o g~ ’Jrlq iff ¢ & ¢’ and Ya € ¥, §(q,a) &4 6(¢', a).
Because V1. ﬁrlczg, it follows that the above procedure terminates.
Observation. ~ 4 enjoys the following properties.

e graq =qeFiff ¢ € FandVxe X* §(¢,x) ~4 0(¢,x),

@ g#%4¢q = dxeX* st. 0(q,x) € F and 6(¢',x) ¢ F or vice versa.
Corollary. Yu,v € X*, u ~1, v iff 6(qo,u) ~4 d(qo,v).

Therefore,
A/ ~_4 is the DFA of the minimum size.
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Boolean operations

Theorem. Regular languages are closed under union, intersection and
complementation.

Union:
Let A; = (Q1,%,01,¢5, F1) and Ay = (Q2,3, 62,3, F2) be two NFAs.
Then A = (Q, 3,6, qo, F') defines L(Ay) u L(As3), where
° Q=Q1vQ2u{q}, F=F vk,
0= 51 v 52 v {(qua7Q) | (q(%7a7q) € 51} U {(QQ,CLQ) | (ngaaQ) € 62}
Intersection:
Let .Al = (Ql,Z,dl,qé,Fl) and .AQ = (QQ,E,(SQ,Q%,FQ) be two NFAs.
Then A = (Q, %, 0, qo, F') defines L(A;) n L(As), where
© Q=Q1%xQ2 q=(¢5,43), F = Fy x Fy,
° ((Qh CI2)7 a, (qllﬂ ql2)) €4 iff (q17aa CII1) € 51 and (q27aa ql2) € 52'
Complementation:
Let A =(Q,%,d,q0, F) be a DFA.
Then A’ = (Q, %, 0, g0, Q\F) defines *\L(A).
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Homomorphisms and inverse homomorphisms

Definition of homomorphism:
A mapping h : X* — T'* such that h(e) = ¢ and h(zy) = h(x)h(y).
Remark: A homomorphism is determined by h(a)’s for every a € X.
Example: ¥ = {a, b} and II = {¢,d}, h(a) = cc, h(b) = dd.
Theorem. Regular languages are closed under homomorphisms and inverse
homomorphisms.
Homomorphism.
Let A= (Q,%,0,q0, F) be a NFA and h : ¥* — I'* be a homomorphism.
Then A’ = (Q',T,0',qo, F') defines h(L(A)), where Q" and §’ are defined
as follows,
If (q,a,q¢") € 6 and h(a) = by ... b, then
add (k — 1)-new states p1,...,px—1 and
add transitions (q,b1,p1), .-, (Pk—1,bk,q").
In particular, if h(a) = ¢, then (¢,e,q¢’) € 8.

Claim. A’ defines h(L(A)).
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Homomorphisms and inverse homomorphisms

Definition of homomorphism:
A mapping h : X* — T'* such that h(e) = ¢ and h(zy) = h(x)h(y).
Remark: A homomorphism is determined by h(a)’s for every a € X.
Example: ¥ = {a, b} and II = {¢,d}, h(a) = cc, h(b) = dd.

Theorem. Regular languages are closed under homomorphisms and inverse

homomorphisms.

Inverse homomorphism.
Let A= (Q,T,6,q0, F) be a NFA and h : ¥* — I'* be a homomorphism.
Then A’ = (Q, 3,8, qo, F) defines h~1(L(A)), where §' is defined as

follows,
(¢,a,q") € 8" iff (q,h(a),q') € 6*.
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Nonemptiness

Nonemptiness problem:
Given a NFA A, is L(A) nonempty?

Let A= (Q,%,6,q0, F).
Compute inductively the set of states R reachable from ¢y as follows.

o RO = {(IO}»
e Riy1=R;u{q|dpe Ri,aeX.(p,a,q)€d}.

L(A) is nonempty iff Rn F # .
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Language inclusion

Language inclusion problem:
Given a NFA A and a NFA B, is L(A) € L(B)?

Universality problem: Given a NFA A, is L(A) = X*?
Theorem. Universality problem is PSPACE-complete.

Upper bound:
Suppose A = (Q, X, 4§, qo, F') be a NFA.

A natural idea:

Construct the DFA A" = (Q', 3,0, qf), F') by subset construction,
decide the emptiness of A" = (Q', 3,8, ¢, Q"\F").

Nevertheless,

A’ has exponentially many states.

Results from complexity theory.
@ Reachability in directed graphs can be solved in NLOGSPACE
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Language inclusion

Language inclusion problem:
Given a NFA A and a NFA B, is L(A) € L(B)?

Universality problem: Given a NFA A, is L(A) = X*?
Theorem. Universality problem is PSPACE-complete.

Upper bound:
Suppose A = (Q, X, 4§, qo, F') be a NFA.

A natural idea:

Construct the DFA A" = (Q', 3,0, qf), F') by subset construction,
decide the emptiness of A" = (Q', 3,8, ¢, Q"\F").

Nevertheless,

A’ has exponentially many states.

Results from complexity theory.

@ Reachability in directed graphs can be solved in NLOGSPACE
Universality problem can be solved in NPSPACE.

e NPSPACE = PSPACE.
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Language inclusion: continued

Theorem. Universality problem is PSPACE-complete.
Lower bound: Reduction from the membership problem of PSPACE TMs.

Let M = (Q,%,T,0,qo, B, F) be a nondeterministic TM with space
bounded by cn (c is some constant) and w = ay ... ay,.

Successful computation of M over w:
A word Cp$C4$...$C,, such that

o Cy = gowB=1,
e foreveryi:1<i<n,C; €aqf with ge Q and af € '™,
o foreveryi:0<i<n, C; b Cixn,
o C, e '™ FT*.
Unsuccessful computations:

Words in (I'v Q u {$})* that are not successful computations of M
over w.
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Language inclusion: continued

Let M = (Q,%,T,0,qo, B, F) be a nondeterministic TM with space bounded
by cn (c is some constant) and w = a; ... a,.
Construct in PTIME a regular expression (or NFA) 7y, from M and w
to describe the unsuccessful computations of M over w.
Let Yo =QuT u§.
A word u € 7pr4 iff one of the following conditions holds.
@ u is not of the form Cy$C1$. . .30, where Vi : <k, C; eT*QI*,
@ u does not start with gowB(E~D",
@ there is j such that C £y Cjia,

Q C, ¢ T*FI*.
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Language inclusion: continued

Let M = (Q,%,T,0,qo, B, F) be a nondeterministic TM with space bounded
by cn (c is some constant) and w = a; ... a,.
Construct in PTIME a regular expression (or NFA) 7y, from M and w
to describe the unsuccessful computations of M over w.
Let Yo =QuT u§.
A word u € 7pr4 iff one of the following conditions holds.
@ u is not of the form Cy$C1$...$C, where Vi : <k, C; eT*QI*,
| TH$DE U THQI*QU*$SE U SEST* U EC$F QF*QF*
= SESTHSTE U DESTFQI* QI *$TE
@ u does not start with gowB©~ ",

r2 = (Sc\ @) B8 u U Se(Ee\fa) b v S (Sc\B))ZE

2

Il
3

@ there is j such that C; ¥Aar Cjta,
cn—3 (i+3)
rs= (J U Ec$2001020;2m gy 01050558
i=1 (01,02,03,07,05,05)¢

© C, ¢ T*FT*.
ry = SEST*(Q\F)I*
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Language inclusion: continued

Let M = (Q,%,T,0,qo, B, F) be a nondeterministic TM with space bounded
by cn (c is some constant) and w = a; ... a,.
Construct in PTIME a regular expression (or NFA) 7y, from M and w
to describe the unsuccessful computations of M over w.
Let Yo =QuT u§s.
A word u € 7pr4 iff one of the following conditions holds.

@ u is not of the form Cy$C1$. . .30, where Vi : <k, C; eT*QI*,
T =...
© u does not start with gowB~H™,
T = ...
@ there is j such that C; ¥ Cji1,
Ty = ...
Q C,¢T*FI*,
T4=...

Let rar0 =11 U T2 U TS U T4

Claim. M does not accept w iff L(rarw) = 2§
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Summary

@ NFA, right linear grammar and regular expression
© Pumping lemma

© Myhill-Nerode theorem

@ DFA, subset construction and minimization

© Closure properties

@ Decision problem

Zhilin Wu

November 4, 2012

30 / 31



Next lecture

Visibly pushdown languages
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