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Nondeterministic finite state automata (NFA)

A nondeterministic finite state automaton A is a tuple pQ,Σ, δ, q0, F q
such that

Q is a finite set of states,

Σ is the finite alphabet,

q0 is the initial state,

F � Q is the set of final states,

δ � Q� Σ�Q is the transition relation.

A run of A over a word w � a1 . . . an P Σ� is a state sequence
q0q1 . . . qn such that for every i : 1 ¤ i ¤ n, pqi�1, ai, qiq P δ.

A run q0 . . . qn is accepting if qn P F .

If there is an accepting run of A over w, then w is said to be
accepted by A.

Let LpAq denote the set of words accepted by A.

q0 q1

0, 1

1
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NFA with ε transitions (ε-NFA)

A ε-NFA is a NFA pQ,Σ, δ, q0, F q with

δ � Q� pΣY tεuq �Q.

A run of A over a word w P Σ� is a sequence q0a1q1a2 . . . anqn s.t.

for every i : 1 ¤ i ¤ n, pqi�1, ai, qiq P δ and a1 . . . an � w.

Note that ai (1 ¤ i ¤ n) may be ε.

Proposition. ε-NFA � NFA.

Because a NFA is a ε-NFA, it suffices to prove that

from any ε-NFA A, an equivalent NFA B can be constructed.
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NFA with ε transitions (ε-NFA): continued

Let A � pQ,Σ, δ, q0, F q.
Compute inductively the ε-reachability relation R as follows.

R0 � tpq, qq | q P Qu Y tpq, q1q | pq, ε, q1q P δu,

Ri�1 � Ri Y tpq, q1q | Dq2 P Q, pq, q2q, pq2, q1q P Riu.

Then let B � pQ,Σ, δ1, q0, F q such that

δ1 � tpq, a, q1q | a P Σ, Dq2.pq, q2q P R, pq2, a, q1q P δu.

a1q0 q1 · · · qi ε qi+1 · · · qj−1 ε qj qj+1aj+1 · · · qn

(qi, qj) ∈ R

aj+1

Zhilin Wu (SKLCS) Regular languages November 4, 2012 5 / 31



Right linear grammar

A right linear grammar is a grammar G � pN ,Σ,P, Sq such that P
contains rules of the form

AÑ aB, or AÑ a, or AÑ ε, where a P Σ, B P N .

Proposition. Right linear grammar � NFA

From right linear grammar to NFA

Let G � pN ,Σ,P, Sq be a right linear grammar.
Construct A � pN Y tqfu,Σ, δ, S, F q as follows.

F � tqfu Y tA | AÑ εu.

δ is defined by the following rules,

pA, a,Bq P δ iff AÑ aB, pA, a, qf q P δ iff AÑ a.

From NFA to right linear grammar

Let A � pQ,Σ, δ, q0, F q be a NFA.
Construct a right linear grammar G � pQ,Σ,P, q0q as follows.

q Ñ aq1 iff pq, a, q1q P δ, q Ñ ε iff q P F .
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Regular expression

Syntax of regular expressions is defined by the following rules,

r :� a | ε | r1 Y r2 | r1 � r2 | r
�
1 .

Semantics,

Lpaq � tau, Lpεq � tεu,

Lpr1 Y r2q � Lpr1q Y Lpr2q,

Lpr1 � r2q � Lpr1q � Lpr2q,

Lpr�1 q � pLpr1qq
�,

where

L1 � L2 � tuv | u P L1, v P L2u,

L� �
8�

i�1

Li,

L0 � tεu, Li � Li�1 � L for any i ¡ 0.
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Equivalence between regular expression and NFA

Theorem. Regular expression � NFA.

From regular expression to NFA

Let r be a regular expression. Construct A from r inductively as follows.

If r � a, then A � ptq0, q1u,Σ, δ, q0, tq1uq such that pq0, a, q1q P δ.

If r � ε, then A � ptq0u,Σ,H, q0, tq0uq,

if r � r1 Y r2, let Ai � pQi,Σ, δi, q
i
0, Fiq for ri (where i � 1, 2), then

A � pQ1 YQ2 Y tq0u,Σ, δ, q0, F q such that

δ � δ1 Y δ2 Y tpq0, a, qq | pq
1
0 , a, qq P δ1 or pq20 , a, qq P δ2u,

F � F1 Y F2.

If r � r1 � r2, let Ai � pQi,Σ, δi, q
i
0, Fiq for ri (where i � 1, 2), then

A � pQ1 YQ2,Σ, δ, q
1
0 , F q such that

δ � δ1 Y δ2 Y tpq, a, q1q | q P F1, pq
2
0 , a, q

1q P δ2u,
if q10 P F1 and q20 P F , then F � F2 Y tq10u, otherwise F � F2.

If r :� pr1q
�, let A1 � pQ1,Σ, δ1, q

1
0 , F1q for r1, then

A � pQ1 Y tq0u,Σ, δ, q0, tq0uq such that
δ � δ1 Y tpq0, a, qq | pq

1
0 , a, qq P δ1u Y tpq, a, q0q | Dq

1 P F1.pq, a, q
1q P δ1u.
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Equivalence between regular expression and NFA

Theorem. Regular expression � NFA.

From NFA to regular expression

Let A � pQ,Σ, δ, q1, F q be a NFA. Suppose Q � tq1, . . . , qnu.
Consider the languages Rijk’s:

The set of words over which there is a run from qi to qj such that
the indices of all the intermediate states (not including qi, qj) are ¤ k.

Define rijk’s inductively for Rijk’s as follows.

rij0 �
�

a:pqi,a,qjqPδ

a.

rijk � rijpk�1q Y rikpk�1qprkkpk�1qq
�rkjpk�1q.

Let r �
�

qiPF

r1in.

Claim. Lprq � LpAq.
Regular languages:

Languages that can be defined by NFA (or right linear grammar or
regular expression).
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Pumping lemma

Pumping lemma. Let L be a regular language. Then there is n ¥ 1 such
that for any u P L with |u| ¥ n, u can be decomposed into xyz satisfying that

|y| ¥ 1, |y| ¤ n,

and for any i P N, xyiz P L.

Suppose A � pQ,Σ, δ, q0, F q is an NFA defining L.
Let n � |Q|.
Then for any u � a1 . . . am P L such that m ¥ n,

consider an accepting run of A on u, say q0a1q1 . . . amqm.

Because m ¥ n, it follows that

there must be r, s : 0 ¤ r   s ¤ m such that qr � qs.

Let x � a1 . . . ar, y � ar�1 . . . as, z � as�1 . . . am.
For any i P N,

q0a1q1 . . . arpqrar�1 . . . qs�1asq
iqsas�1qs�1 . . . amqm

is still an accepting run of A. Therefore, xyiz P L.
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Applications of pumping lemma

L � tanbn | n ¥ 1u is not regular.
To the contrary, suppose that L is regular. Then there is a n ¥ 1

satisfying the condition in pumping lemma.
Consider u � anbn. Then u � xyz such that |y| ¥ 1 and |y| ¤ n and

xyiz P L for any i P N.

y � ai or y � bi: xy2z R L.

y � aibj : xy2z R L.

In both situations, we have a contradiction.

Corollary. Regular language � CFL.
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Myhill-Nerode equivalence relation

Let L � Σ�. Define �L over Σ� as follows: For any u, v P Σ�,

u �L v iff @z P Σ�.uz P Lô vz P L.

Proposition. �L is a right congruence.

Proof.
�L is an equivalence relation: reflexive, transitive and symmetric.
For any u, v : u �L v and z P Σ�, uz �L vz.

The index of �L is the number of equivalence classes of �L.

Example: Let L � a�b, then �L contains

three equivalence classes a�, a�b, a�bpaY bq�.
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Myhill-Nerode theorem

Theorem. Let L � Σ�. Then L is regular iff �L is of finite index.

“Only If” direction

Suppose L is defined by the NFA A � pQ,Σ, δ, q0, F q.
Then for any x P Σ�, define Rpxq as

the set of states that can be reached from q0 after reading x.

It follows that

for any u, v P Σ�, Rpuq � Rpvq ñ u �L v.

Therefore, �L is of finite index.

“If” direction
Suppose �L is of finite index.
Let E1, . . . , En be the equivalence classes of �L and E1 � rεs.
Then A � ptE1, . . . , Enu,Σ, δ, E1, tEi | Ei X L � Huq, where

pEi, a, Ejq P δ iff Du P Ei.ua P Ej.

Zhilin Wu (SKLCS) Regular languages November 4, 2012 14 / 31



Outline

1 NFA, right linear grammar and regular expression

2 Pumping lemma

3 Myhill-Nerode theorem

4 DFA, subset construction and minimization

5 Closure properties

6 Decision problem

Zhilin Wu (SKLCS) Regular languages November 4, 2012 15 / 31



DFA and subset construction

A DFA is an NFA A � pQ,Σ, δ, q0, F q such that for every q P Q, a P Σ,
|δpq, aq| ¤ 1.

A complete DFA is a DFA such that for every q P Q, a P Σ, |δpq, aq| � 1.

Theorem. NFA � DFA.

It suffices to show that for every NFA A, an equivalent DFA B can be
constructed.

The intuition:

q0

q1,1 · · · q1,k

a1 a1

· · · · · ·q2,1

a2

· · ·
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DFA and subset construction: continued

Let A � pQ,Σ, δ, q0, F q, construct B � pQ1,Σ, δ1, q10, F
1q as follows.

Q1 � PowpQq,

q10 � tq0u,

F 1 � tX P PowpQq | X X F � Hu,

for every X P PowpQq, δpX, aq �
�

qPX

δpq, aq.

The above construction is called the subset construction.
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Minimization: An example

q0

q1

q2

a

b

q3
b q5

a

b

a

q4

a

q6

a

b b

aa, b
b
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Minimization: An example

q0

q1

b

a

q4
q6

a a
a, b

q5
q2
q3

a

b

b

b
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Uniqueness of minimum-size DFA

Theorem. For every regular language L � Σ�,

there is a unique complete DFA of the minimum size.

Morphism

Let A � pQ1,Σ, δ1, q
1
0 , F1q and B � pQ2,Σ, δ2, q

2
0 , F2q be two DFAs.

A morphism from A to B is a surjective mapping h from Q1 to Q2 such that

hpq10q � q20 ,

for every q P Q, q P F1 iff hpqq P F2,

for every q, q1 P Q, a P Σ s.t. δ1pq, aq � q1, it holds δ2phpqq, aq � hpq1q.

A morphism is called an isomorphism iff h is bijective.

q0 q1
a

A

q3 q2

a

a

a

q0 q1

a

B

a
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Uniqueness of minimum-size DFA: continued

Let L � Σ� be a regular language.
Let AL � pQL,Σ, δL, q

L
0 , FLq be the DFA corresponding to �L,

QL is the set of equivalence classes of �L,
δLprxs, aq � rxas for any x P Σ�,
qL0 � rεs, FL � trxs | x P Lu.

Claim. For every DFA A such that LpAq � L, D a morphism from A to AL.

Proof.

Let A � pQ,Σ, δ, q0, F q be a complete DFA such that LpAq � L.
Then for every x, y P Σ� such that δpq0, xq � δpq0, yq, we have

for every z P Σ�, xz P L iff yz P L.

Define a mapping h : QÑ QL as follows: hpqq � rxs with δpq0, xq � q.

h is surjective since A is complete,

hpq0q � rεs � qL0 ,

if q P F , then hpqq � rxs for x P Σ� s.t. δpq0, xq � q. So x P L, rxs P FL,

if δpq, aq � q1, then δLphpqq, aq � δLprxs, aq � rxas � hpq1q with
δpq0, xq � q.
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Uniqueness of minimum-size DFA: continued

Let L � Σ� be a regular language.
Let AL � pQL,Σ, δL, q

L
0 , FLq be the DFA corresponding to �L,

QL is the set of equivalence classes of �L,

δLprxs, aq � rxas for any x P Σ�,

qL0 � rεs, FL � trxs | x P Lu.

Claim. For every DFA A such that LpAq � L, D a morphism from A to AL.

Because |A| ¥ |AL|,

it follows that AL is the DFA defining L of the minimum size.

Uniqueness.
Suppose B is a DFA of the minimum size defining L.

Then B has the same size as AL.

According to the claim, there is a morphism h from B to AL.

Because h is surjective, it follows that h is bijective.

Therefore, h is an isomorphism from B to AL.
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Minimization

The problem

Given a DFA A, construct an equivalent DFA B of the minimum size.

Let A � pQ,Σ, δ, q0, F q be a DFA.
Compute inductively an equivalence relation �A over Q as follows, until

�iA��
i�1
A .

q �0
A q1 iff q P F ô q1 P F ,

q �i�1
A q1 iff q �iA q1 and @a P Σ, δpq, aq �iA δpq1, aq.

Because @i. �i�1
A ��iA, it follows that the above procedure terminates.

Observation. �A enjoys the following properties.

q �A q1 ñ q P F iff q1 P F and @x P Σ�, δpq, xq �A δpq1, xq,

q �A q1 ñ Dx P Σ� s.t. δpq, xq P F and δpq1, xq R F or vice versa.

Corollary. @u, v P Σ�, u �L v iff δpq0, uq �A δpq0, vq.
Therefore,

A{ �A is the DFA of the minimum size.
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Boolean operations

Theorem. Regular languages are closed under union, intersection and
complementation.

Union:
Let A1 � pQ1,Σ, δ1, q

1
0 , F1q and A2 � pQ2,Σ, δ2, q

2
0 , F2q be two NFAs.

Then A � pQ,Σ, δ, q0, F q defines LpA1q Y LpA2q, where

Q � Q1 YQ2 Y tq0u, F � F1 Y F2,

δ � δ1 Y δ2 Y
 
pq0, a, qq | pq

1
0 , a, qq P δ1

(
Y
 
pq0, a, qq | pq

2
0 , a, qq P δ2

(
.

Intersection:
Let A1 � pQ1,Σ, δ1, q

1
0 , F1q and A2 � pQ2,Σ, δ2, q

2
0 , F2q be two NFAs.

Then A � pQ,Σ, δ, q0, F q defines LpA1q X LpA2q, where

Q � Q1 �Q2, q0 � pq10 , q
2
0q, F � F1 � F2,

ppq1, q2q, a, pq
1
1, q

1
2qq P δ iff pq1, a, q

1
1q P δ1 and pq2, a, q

1
2q P δ2.

Complementation:
Let A � pQ,Σ, δ, q0, F q be a DFA.
Then A1 � pQ,Σ, δ, q0, QzF q defines Σ�zLpAq.

Zhilin Wu (SKLCS) Regular languages November 4, 2012 23 / 31



Homomorphisms and inverse homomorphisms

Definition of homomorphism:
A mapping h : Σ� Ñ Γ� such that hpεq � ε and hpxyq � hpxqhpyq.

Remark: A homomorphism is determined by hpaq’s for every a P Σ.

Example: Σ � ta, bu and Π � tc, du, hpaq � cc, hpbq � dd.

Theorem. Regular languages are closed under homomorphisms and inverse
homomorphisms.

Homomorphism.
Let A � pQ,Σ, δ, q0, F q be a NFA and h : Σ� Ñ Γ� be a homomorphism.
Then A1 � pQ1,Γ, δ1, q0, F q defines hpLpAqq, where Q1 and δ1 are defined

as follows,

If pq, a, q1q P δ and hpaq � b1 . . . bk, then
add pk � 1q-new states p1, . . . , pk�1 and

add transitions pq, b1, p1q, . . . , ppk�1, bk, q
1q.

In particular, if hpaq � ε, then pq, ε, q1q P δ1.

Claim. A1 defines hpLpAqq.
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Nonemptiness

Nonemptiness problem:

Given a NFA A, is LpAq nonempty?

Let A � pQ,Σ, δ, q0, F q.
Compute inductively the set of states R reachable from q0 as follows.

R0 � tq0u,

Ri�1 � Ri Y tq | Dp P Ri, a P Σ.pp, a, qq P δu.

LpAq is nonempty iff RX F � H.
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Language inclusion

Language inclusion problem:

Given a NFA A and a NFA B, is LpAq � LpBq?

Universality problem: Given a NFA A, is LpAq � Σ�?

Theorem. Universality problem is PSPACE-complete.

Upper bound:
Suppose A � pQ,Σ, δ, q0, F q be a NFA.

A natural idea:

Construct the DFA A1 � pQ1,Σ, δ1, q10, F
1q by subset construction,

decide the emptiness of A2 � pQ1,Σ, δ1, q10, Q
1zF 1q.

Nevertheless,

A1 has exponentially many states.

Results from complexity theory.

Reachability in directed graphs can be solved in NLOGSPACE
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Language inclusion

Language inclusion problem:

Given a NFA A and a NFA B, is LpAq � LpBq?

Universality problem: Given a NFA A, is LpAq � Σ�?

Theorem. Universality problem is PSPACE-complete.

Upper bound:
Suppose A � pQ,Σ, δ, q0, F q be a NFA.

A natural idea:

Construct the DFA A1 � pQ1,Σ, δ1, q10, F
1q by subset construction,

decide the emptiness of A2 � pQ1,Σ, δ1, q10, Q
1zF 1q.

Nevertheless,

A1 has exponentially many states.

Results from complexity theory.

Reachability in directed graphs can be solved in NLOGSPACE
Universality problem can be solved in NPSPACE.

NPSPACE = PSPACE.
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Language inclusion: continued

Theorem. Universality problem is PSPACE-complete.

Lower bound: Reduction from the membership problem of PSPACE TMs.

Let M � pQ,Σ,Γ, δ, q0, B, F q be a nondeterministic TM with space
bounded by cn (c is some constant) and w � a1 . . . an.

Successful computation of M over w:
A word C0$C1$ . . . $Cn such that

C0 � q0wB
pc�1qn,

for every i : 1 ¤ i ¤ n, Ci P αqβ with q P Q and αβ P Γcn,

for every i : 0 ¤ i   n, Ci $M Ci�1,

Cn P Γ�FΓ�.

Unsuccessful computations:

Words in pΓYQY t$uq� that are not successful computations of M
over w.
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Language inclusion: continued

Let M � pQ,Σ,Γ, δ, q0, B, F q be a nondeterministic TM with space bounded
by cn (c is some constant) and w � a1 . . . an.

Construct in PTIME a regular expression (or NFA) rM,w from M and w
to describe the unsuccessful computations of M over w.

Let ΣC � QY ΓY $.
A word u P rM,w iff one of the following conditions holds.

1 u is not of the form C0$C1$ . . . $Ck where @i : 0 ¤ i ¤ k, Ci P Γ�QΓ�,

2 u does not start with q0wB
pc�1qn,

3 there is j such that Cj &M Cj�1,

4 Cn R Γ�FΓ�.
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Language inclusion: continued

Let M � pQ,Σ,Γ, δ, q0, B, F q be a nondeterministic TM with space bounded
by cn (c is some constant) and w � a1 . . . an.

Construct in PTIME a regular expression (or NFA) rM,w from M and w
to describe the unsuccessful computations of M over w.

Let ΣC � QY ΓY $.
A word u P rM,w iff one of the following conditions holds.

1 u is not of the form C0$C1$ . . . $Ck where @i : 0 ¤ i ¤ k, Ci P Γ�QΓ�,

r1 �
Γ�$Σ�

C Y Γ�QΓ�QΓ�$Σ�
C Y Σ�

C$Γ� Y Σ�
C$Γ�QΓ�QΓ�Y

Σ�
C$Γ�$Σ�

C Y Σ�
C$Γ�QΓ�QΓ�$Σ�

C

2 u does not start with q0wB
pc�1qn,

r2 � pΣCztq0uqΣ
�
C Y

n�

i�1

ΣiCpΣCztaiuqΣ
�
C Y

cn�

i�n�1

ΣiCpΣCztBuqΣ
�
C

3 there is j such that Cj &M Cj�1,

r3 �
cn�3�

i�1

�

pσ1,σ2,σ3,σ
1

1,σ
1

2,σ
1

3qRfM

Σ�
C$ΣiCσ1σ2σ3Σ

cn�pi�3q
C $ΣiCσ

1
1σ

1
2σ

1
3Σ�

C

4 Cn R Γ�FΓ�.

r4 � Σ�
C$Γ�pQzF qΓ�
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Language inclusion: continued

Let M � pQ,Σ,Γ, δ, q0, B, F q be a nondeterministic TM with space bounded
by cn (c is some constant) and w � a1 . . . an.

Construct in PTIME a regular expression (or NFA) rM,w from M and w
to describe the unsuccessful computations of M over w.

Let ΣC � QY ΓY $.
A word u P rM,w iff one of the following conditions holds.

1 u is not of the form C0$C1$ . . . $Ck where @i : 0 ¤ i ¤ k, Ci P Γ�QΓ�,
r1 � . . .

2 u does not start with q0wB
pc�1qn,

r2 � . . .

3 there is j such that Cj &M Cj�1,
r3 � . . .

4 Cn R Γ�FΓ�.
r4 � . . .

Let rM,w � r1 Y r2 Y r3 Y r4.

Claim. M does not accept w iff LprM,wq � Σ�
C .
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Summary

1 NFA, right linear grammar and regular expression

2 Pumping lemma

3 Myhill-Nerode theorem

4 DFA, subset construction and minimization

5 Closure properties

6 Decision problem
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Next lecture

Visibly pushdown languages
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