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Motivation

Parenthesises in arithmetic expressions

( ( ( 5 + x ) ∗ y + z ) ∗ ( u − v ) ) / w
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Motivation

Curly brackets in C Programs

for(. . .)
{
if (. . .)
{
for (. . .)
{
. . .

}
}
else
{
. . .

}
}
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Motivation

XML documents

〈library〉
〈catalog〉
〈book〉
〈title〉
Computational Complexity
〈/title〉
〈author〉
Christos H. Papadimitriou
〈/author〉
〈book〉
〈catalog〉
〈library〉
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Motivation

Recursive function calls and returns

frac(int y)
{
int x = y;
if (y >= 2)
{
x = y ∗ frac(y − 1);
return x;
}
else
{
return x;
}
}

frac(3)

x = 3

frac(2)

x = 2

return 1

x = 2 ∗ 1

return 2

frac(1)

x = 1

x = 3 ∗ 2

return 6
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Motivation

( ( ( 5 + x ) ∗ y + z ) ∗ ( u − v ) ) / w

⊥
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Motivation

Stack operations determined by the input symbol

( ( ( 5 + x ) ∗ y + z ) ∗ ( u − v ) ) / w

⊥

(: Push

): Pop
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Motivation

Stack operations determined by the input symbol

for(. . .)
{
if (. . .)
{
for (. . .)
{
. . .

}
}
else
{
. . .

}
}

⊥

{: Push

}: Pop
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Motivation

Stack operations determined by the input symbol

〈library〉
〈catalog〉
〈book〉
〈title〉
Computational Complexity
〈/title〉
〈author〉
Christos H. Papadimitriou
〈/author〉
〈book〉
〈catalog〉
〈library〉

⊥

〈tag〉: Push

〈/tag〉: Pop
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Motivation

Stack operations determined by the input symbol

frac(3)

x = 3

frac(2)

x = 2

return 1

x = 2 ∗ 1

return 2

frac(1)

x = 1

x = 3 ∗ 2

return 6

⊥

frac: Push

return: Pop
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Visibly pushdown automata (VPA)

The alphabet Σ is partitioned into rΣ � xΣc,Σr,Σly
Σc: finite set of calls,

Σr: finite set of returns,

Σl: finite set of local actions.

A (nondeterministic) VPA A is a tuple pQ, rΣ,Γ, δ, q0,K, F q, where

Q is a finite set of states,rΣ is the input alphabet,

Γ is the stack alphabet,

δ � Q� Σc �Q� pΓztKuq Y Q� Σr � Γ�Q Y Q� Σl �Q,

q0 is the initial state,

K is the bottom symbol of the stack,

F � Q is the set of final states.
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Visibly pushdown automata (VPA)

The alphabet Σ is partitioned into rΣ � xΣc,Σr,Σly
Σc: finite set of calls,

Σr: finite set of returns,

Σl: finite set of local actions.

A (nondeterministic) VPA A is a tuple pQ, rΣ,Γ, δ, q0,K, F q, where

Q is a finite set of states,rΣ is the input alphabet,

Γ is the stack alphabet,

δ � Q� Σc �Q� pΓztKuq Y Q� Σr � Γ�Q Y Q� Σl �Q,

q0 is the initial state,

K is the bottom symbol of the stack,

F � Q is the set of final states.

Remark:

No ε-transitions,

Exactly one symbol is pushed in each call transition.
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Visibly pushdown automata (VPA)

A (nondeterministic) VPA A is a tuple pQ, rΣ,Γ, δ, q0,K, F q, where

Q is a finite set of states,rΣ is the input alphabet,

Γ is the stack alphabet,

δ � Q� Σc �Q� pΓztKuq Y Q� Σr � Γ�Q Y Q� Σl �Q,

q0 is the initial state,

K is the bottom symbol of the stack,

F � Q is the set of final states.

A deterministic VPA is a VPA A � pQ, rΣ,Γ, δ, q0, F q such that

for every pq, aq P Q� Σc, there is at most one pair pq1, γq P Q� pΓztKuq
such that pq, a, q1, γq P δ,

for every pq, a, γq P Q� Σr � Γ, there is at most one q1 P Q such that
pq, a, γ, q1q P δ,

for every pq, aq P Q�Σl, there is at most one q1 P Q such that pq, a, q1q P δ.

A deterministic VPA is complete if “at most” is replaced by “exactly”.
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Visibly pushdown automata (VPA): continued

A run of a VPA A over a word w � a1 . . . an is

a sequence pq0, α0qpq1, α1q . . . pqn, αnq s.t.

@i.qi P Q,

α0 � K,

@i : 1 ¤ i   n, one of the following holds,

Call ai P Σc, Dγ P ΓztKu.pqi, ai, qi�1, γq P δ, αi�1 � γαi,
Return ai P Σr,

Dγ P ΓztKu.pqi, ai, γ, qi�1q P δ, αi � γαi�1,
or pqi, ai,K, qi�1q P δ and αi � αi�1 � K.

Local ai P Σl, pqi, ai, qi�1q P δ and αi�1 � αi.

A run pq0, α0q . . . pqn, αnq is accepting if qn P F .

A word w is accepted by a VPA A if D an accepting run of A over w.

The set of words accepted by A is denoted by LpAq.
Remark: Acceptance of VPAs are defined by final states, not by empty stack.
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Well-matched words

Let rΣ � xΣc,Σr,Σly.
The set of well-matched words w P Σ� is defined inductively as follows,

ε is well-matched,

if w1 is well matched, then

w � aw1 or w � w1a such that a P Σl is well-matched,

if w1 is well-matched, then

w � aw1b such that a P Σc, b P Σr is well-matched.

if w1 and w2 are well-matched, then

w � w1w2 is well-matched.

Example: ppqqpq is well-matched, while neither pqpqq nor ppq is.

Remark. As a result of the acceptance by final states,

VPAs over rΣ may accept non-well-matched words.
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Visibly pushdown languages (VPL)

A language L � Σ� is a visibly pushdown language with respect to rΣ if

there is a VPA A over rΣ, satisfying that LpAq � L.

Example:

The language tanbn | n ¥ 1u is a VPL

with respect to rΣ � xtau, tbu,Hy.
Homework

Let L � ta, bu� be the set of words with“equal number of a’s and b’s”.

Prove that L is not a VPL with respect to any partition of Σ � ta, bu.
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Embedding of CFL as VPLs

Proposition. For every CFL L � Σ�, there are a VPL L1 � pΣ1q� with

respect to some rΣ1 and a homomorphism h : pΣ1q� Ñ Σ� such that L � hpL1q.

Let L be a CFL defined by a PDA A � pQ,Σ,Γ, δ, q0, Z0, F q (accept. by
final states).

W.l.o.g, suppose that each pq, a,X, αq P δ satisfies that
α � ε (pop) or α � X (stable) or α � Y X (push).

Let Σ1 � pΣY tσεuq � tc, r, lu andrΣ1 � xpΣY tσεuq � tcu, pΣY tσεuq � tru, pΣY tσεuq � tluy

From A, define a VPA A1 � pQ, rΣ1,Γ, δ1, q0, Z0, F q over rΣ1, where δ1 is
defined by the following rules,

if pq, a,X, q1, εq P δ, then pq, pa, rq, X, q1q P δ1,

if pq, a,X, q1, Xq P δ, then add a new state q1,
pq, pa, rq, X, q1q, pq1, pσε, cq, q2, Xq P δ

1.

if pq, a,X, q1, Y Xq P δ, then add two new states q1, q2, and
pq, pa, rq, X, q1q, pq1, pσε, cq, q2, Xq, pq2, pσε, cq, q

1, Y q P δ1.

Let h : pΣ1q� Ñ Σ� be a homomorphism defined by
@a P Σ, s P tc, r, lu. hppa, sqq � a, hpσε, sq � ε.

Then L � hpLpA1qq.
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Union and intersection

Proposition. VPLs with respect to rΣ are closed under union and intersection.
Let A1 � pQ1, rΣ,Γ1, δ1, q

1
0 ,K1, F1q and A2 � pQ2, rΣ,Γ2, δ2, q

2
0 ,K2, F2q be

two VPAs.

Union.
Without loss of generality, suppose K1 � K2 � K.
The VPA A � pQ1 YQ2 Y tq0u, rΣ,Γ1 Y Γ2, δ, q0,K, F1 Y F2q such that

δ �
δ1 Y δ2Y

tpq0, a, q
1, γq | pq10 , a, q

1, γq P δ1 or pq20 , a, q
1, γq P δ2uY

tpq0, a, γ, q
1q | pq10 , a, γ, q

1q P δ1 or pq20 , a, γ, q
1q P δ2u

defines LpA1q Y LpA2q.

Intersection.
The VPA A � pQ1�Q2, rΣ,Γ1�Γ2, δ, pq

1
0 , q

2
0q, pK1,K2q, F1�F2q such that

δ �
tppq1, q2q, a, pq

1
1, q

1
2q, pγ1, γ2qq | pq1, a, q

1
1, γ1q P δ1, pq2, a, q

1
2, γ2q P δ2uY

tppq1, q2q, a, pγ1, γ2q, pq
1
1, q

1
2qq | pq1, a, γ1, q

1
1q P δ1, pq2, a, γ2, q

1
2q P δ2u

defines LpA1q X LpA2q.
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Complementation

Theorem. For every VPA A, a deterministic VPA A1 can be constructed
such that LpAq � LpA1q.

Corollary. VPLs with respect to rΣ are closed under complementation.

Proof.
Suppose L is defined by a complete deterministic VPA

A � pQ, rΣ,Γ, δ, q0,K, F q.
Then A1 � pQ, rΣ,Γ, δ, q0,K, QzF q defines Σ�zLpAq.
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Complementation

Illustration of the intuition of the proof of the Theorem.

In an obviously way, we can define pq, αq
w
ÝÑ pq1, α1q:

the reachability of the config. pq1, α1q from pq, αq by reading w.

Observation. Suppose pq, αq
w
ÝÑ pq1, α1q and w is well-matched, then α � α1.

Point I.
A well-matched word w can be seen as a relation Sw � Q�Q,

without changing the content of the stack.
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Complementation

Illustration of the intuition of the proof of the Theorem.

In an obviously way, we can define pq, αq
w
ÝÑ pq1, α1q:

the reachability of the config. pq1, α1q from pq, αq by reading w.

Observation. Suppose pq, αq
w
ÝÑ pq1, α1q and w is well-matched, then α � α1.

Point I.
A well-matched word w can be seen as a relation Sw � Q�Q,

without changing the content of the stack.

Point II.
Suppose w is well-matched.

Sε � IdQ.

If w � aw1 with a P Σl, then
Sw � tpq, q

1q | Dq2.pq, a, q2q P δ, pq2, q1q P Sw1u.
Similarly for w � w1a.

If w � aw1b with a P Σc and b P Σr, then
Sw � tpq, q

1q | Dq1, q2, γ. pq, a, q1, γq P δ, pq1, q2q P Sw1 , pq2, b, γ, q
1q P δu.
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered after reading a word w in a NFA?
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered after reading a word w in a NFA?

Answer:

The set of states reachable from q0 after reading w.
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Zhilin Wu (SKLCS) Visibly pushdown languages November 21, 2012 11 / 30



Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Answer:

Let me think for a while . . .
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Consider w1aw2aw3bb s.t. a P Σc, b P Σr and w1, w2, w3 are well-matched.

w1 a w2 a w3 b b

R2 R4
{q0}

q (a,γ)−→q1
Sw3−→q2

(b,γ)−→ q′

push Sw3

mem

Sw2

R3R1
push

(R1, a)

mem
Sw2aw3b

(R2, a)

mem
Sw2

Which info.?

Which info.?
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Consider w1aw2aw3bb s.t. a P Σc, b P Σr and w1, w2, w3 are well-matched.

w1 a w2 a w3 b b

R2 R4
{q0}

q (a,γ)−→q1
Sw3−→q2

(b,γ)−→ q′

push Sw3

mem

Sw2

R3R1
push

(R1, a)

mem
Sw2aw3b

(R2, a)

mem
Sw2

Which info.?

(R2, a, Sw3)
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Complementation

Illustration of the intuition of the proof of the Theorem.
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Consider w1aw2aw3bb s.t. a P Σc, b P Σr and w1, w2, w3 are well-matched.

w1 a w2 a w3 b b

R2 R4
{q0}

q (a,γ)−→q1
Sw3−→q2

(b,γ)−→ q′

push Sw3

mem

Sw2

R3R1

(R1, a, Sw2aw3b)

push
(R1, a)
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Sw2aw3b

(R2, a)
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Complementation

Illustration of the intuition of the proof of the Theorem.

Point III. Get inspirations from the subset construction for NFAs.

Question:

What info. should be remembered
after reading a word w in a nondeterministic VPA?

Consider w1aw2aw3bb s.t. a P Σc, b P Σr and w1, w2, w3 are well-matched.

w1 a w2 a w3 b b

R2 R4
{q0}

q (a,γ)−→q1
Sw3−→q2

(b,γ)−→ q′

push Sw3

mem

Sw2

R3R1

(R1, a, Sw2aw3b)

push
(R1, a)

mem
Sw2aw3b

(R2, a)

mem
Sw2
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Complementation: continued

The construction for determinization A1 � pQ1, rΣ,Γ1, δ1, pIdQ, tq0uq, F
1q:

Q1: pS,Rq such that S � Q�Q,R � Q,

Γ1: letters pS,R, aq such that S � Q�Q,R � Q, a P Σc,

F 1 � tpS,Rq | RX F � Hu,

δ1:

Local if a P Σl, then ppS,Rq, a, pS1, R1qq P δ1, where
R1 � tq1 | Dq P R.pq, a, q1q P δu, S1 � tpq, q1q | Dq1.pq, q1q P S, pq1, a, q

1q P δu.

Call if a P Σc, then ppS,Rq, a, pIdQ, R
1q, pS,R, aqq P δ1, where

R1 � tq1 | Dq P R, γ P Γ.pq, a, q1, γq P δu.

Return if a P Σr, then ppS,Rq, a, pS2, R2, a1q, pS1, R1qq P δ1, where

S1 �

"
pq, q1q

���� Dq1, q2, q3, γ P Γ.
pq, q1q P S

2, pq1, a
1, q2, γq P δ, pq2, q3q P S, pq3, a, γ, q

1q P δ

*
,

R1 �

"
q1
���� Dq1, q2, q3, γ P Γ.
q1 P R

2, pq1, a
1, q2, γq P δ, pq2, q3q P S, pq3, a, γ, q

1q P δ

*
,

or ppS,Rq, a,K, pS1, R1qq P δ1, where
S1 � tpq, q1q | Dq2.pq, q2q P S, pq2, a,K, q1q P δu,
R1 � tq1 | Dq P R.pq, a,K, q1q P δu.
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Visibly pushdown grammar (VPG)

A CFG G � pN ,Σ,P, Sq is a VPG over rΣ if N can be partitioned into
N0 and N1, and each rule in P is of the following forms,

X Ñ ε,

X Ñ aY such that if X P N0, then a P Σl, Y P N0,

X Ñ aY bZ such that a P Σc, b P Σr, Y P N0, and if X P N0, then Z P N0.

Example: Let rΣ � ptau, tbu,Hq. Then the VPG

S Ñ aSbC | aTbC, T Ñ ε, C Ñ ε,

such that N0 � tS, T, Cu defines tanbn | n ¥ 1u.
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Equivalence of VPA and VPG

Theorem. VPA � VPG.
From VPA to VPG.
Let A � pQ, rΣ,Γ, δ, q0,K, F q be a VPA.

The intuition: Utilizing the nonterminals rq, γ, ps with the meaning

the top symbol of the stack is γ,
and from state q,

by reading a well-matched word,
state p can be reached.

⊥ ⊥ ⊥

q ∈ F

⊥
γ1

γ2

γ3
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Equivalence of VPA and VPG

Theorem. VPA � VPG.
From VPA to VPG.
Let A � pQ, rΣ,Γ, δ, q0,K, F q be a VPA.

Construct a VPG pN0,N1, rΣ,P, Sq as follows.
Q � tpq,Kq | q P Qu Y tq | q P Qu Y trq, γ, ps | q, p P Q, γ P ΓztKuu,

pq,Kq: the state is q and the stack is empty,
q: the state is q and the stack is nonempty.

N0 � trq, γ, ps | q, p P Q, γ P ΓztKuu, S � pq0,Kq,
P is defined by the following rules,

if pq, a, q1q P δ s.t. a P Σl, then

pq,Kq Ñ apq1,Kq, q Ñ aq1, rq, γ, ps Ñ arq1, γ, ps.

if pq, a, q1, γq, pp1, b, γ, pq P δ s.t. a P Σc, b P Σr, then

rq, γ1, rs Ñ arq1, γ, p1sbrp, γ1, rs, pq,Kq Ñ apq1, γ, p1qbpp,Kq,
q Ñ apq1, γ, p1qbp.

if pq, a, q1, γq P δ s.t. a P Σc, then

pq,Kq Ñ aq1, q Ñ aq1, pq,Kq Ñ arq1, γ, ps, q Ñ arq1, γ, ps.

if pq, a,K, q1q P δ s.t. a P Σr, then pq,Kq Ñ apq1,Kq.
@q P Q.rq, γ, qs Ñ ε,
@q P F.q Ñ ε, pq,Kq Ñ ε.
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Equivalence of VPA and VPG: continued

From VPG to VPA.
Let G � pN0,N1, rΣ,P, Sq be a VPG.

Construct VPA A � pN , rΣ,Σr �N Y tK, $u, δ, S, F q as follows.

δ is defined by the following rules,

if X Ñ aY s.t. a P Σl, then pX, a, Y q P δ,
if X Ñ aY s,t. a P Σc, then pX, a, Y, $q P δ,
if X Ñ aY s.t. a P Σr, then pX, a, $, Y q P δ and pX, a,K, Y q P δ,
if X Ñ aY bZ, then pX, a, Y, pb, Zqq P δ,
if X Ñ ε and X P N0, then pX, b, pb, Y q, Y q P δ.

A accepts if the state is in X s.t. X Ñ ε and the top symbol is $ or K.
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Equivalence of VPA and VPG: continued

From VPG to VPA.
Let G � pN0,N1, rΣ,P, Sq be a VPG.

Construct VPA A � pN , rΣ,Σr �N Y tK, $u, δ, S, F q as follows.

δ is defined by the following rules,

if X Ñ aY s.t. a P Σl, then pX, a, Y q P δ,
if X Ñ aY s,t. a P Σc, then pX, a, Y, $q P δ,
if X Ñ aY s.t. a P Σr, then pX, a, $, Y q P δ and pX, a,K, Y q P δ,
if X Ñ aY bZ, then pX, a, Y, pb, Zqq P δ,
if X Ñ ε and X P N0, then pX, b, pb, Y q, Y q P δ.

A accepts if the state is in X s.t. X Ñ ε and the top symbol is $ or K.

Adapt A into A1 � pN � Γ, rΣ,Γ, δ1, pS,Kq, tpX, γq | X Ñ ε, γ � $,Kuq
by adding the top symbol of the stack into the states.

if X Ñ aY s.t. a P Σl, then @γ.ppX, γq, a, pY, γqq P δ1,
if X Ñ aY s,t. a P Σc, then @γ.ppX, γq, a, pY, $q, p$, γqq P δ1,
if X Ñ aY s.t. a P Σr, then
@γ.ppX, γq, a,K, pY,Kqq P δ and @γ.ppX, $q, a, p$, γq, pY, γqq P δ1,
if X Ñ aY bZ, then @γ.ppX, γq, a, pY, pb, Zqq, ppb, Zq, γqq P δ1,
if X Ñ ε and X P N0, then @γ.ppX, pb, Zqq, b, ppb, Zq, γq, pZ, γqq P δ1.
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Monadic Second-Order Logic (MSO)

Syntax.

ϕ :� Pσpxq | x � y | sucpx, yq | Xpxq | ϕ1 _ ϕ2 |  ϕ1 | Dxϕ1 | DXϕ1,

where σ P Σ.

An MSO sentence is a MSO formula without free variables.

Semantics.
A structure S over Σ is

a domain S � t1, . . . , nu,

an interpretation of all the unary predicates Pσ P Σ over S, denoted by
pPσq

S .

Example. Let Σ � ta, bu. Then S � pt1, 2, 3u, pPaqS � t1u, pPbqS � t2, 3uq is a
structure over Σ.

A word w � a1 . . . an can be seen as a structure Sw over Σ,

the domain of Sw, denoted by Sw, is t1, . . . , nu,

the interpretation of every Pσ P Σ is the set of positions with the letter σ
in w.
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Monadic Second-Order Logic (MSO)

Syntax.

ϕ :� Pσpxq | x � y | sucpx, yq | Xpxq | ϕ1 _ ϕ2 |  ϕ1 | Dxϕ1 | DXϕ1,

where σ P Σ.

An MSO sentence is a MSO formula without free variables.

Semantics.
Given a MSO formula ϕ, a valuation of freepϕq over a structure S is a

mapping I such that

for every x P freepϕq, Ipxq P S,

for every X P freepϕq, IpXq � S.
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Monadic Second-Order Logic (MSO)

Syntax.

ϕ :� Pσpxq | x � y | sucpx, yq | Xpxq | ϕ1 _ ϕ2 |  ϕ1 | Dxϕ1 | DXϕ1,

where σ P Σ.

An MSO sentence is a MSO formula without free variables.

Semantics.
A MSO formula ϕ is satisfied over a word w � a1 . . . an, with a valuation

I of freepϕq over Sw, denoted by pw, Iq |ù ϕ, is defined as follows,

pw, Iq |ù Pσpxq iff aIpxq � σ,

pw, Iq |ù x � y iff Ipxq � Ipyq,
pw, Iq |ù sucpx, yq iff Ipxq � 1 � Ipyq,
pw, Iq |ù Xpxq iff Ipxq P IpXq,
pw, Iq |ù ϕ1 _ ϕ2 iff pw, Iq |ù ϕ1 or pw, Iq |ù ϕ2,

pw, Iq |ù  ϕ1 iff not pw, Iq |ù ϕ1,

pw, Iq |ù Dxϕ1 iff there is j P Sw such that pw, IrxÑ jsq |ù ϕ1,

pw, Iq |ù DXϕ1 iff there is J � Sw such that pw, IrX Ñ Jsq |ù ϕ1.
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Monadic Second-Order Logic (MSO)

Syntax.

ϕ :� Pσpxq | x � y | sucpx, yq | Xpxq | ϕ1 _ ϕ2 |  ϕ1 | Dxϕ1 | DXϕ1,

where σ P Σ.

An MSO sentence is a MSO formula without free variables.

Semantics.

Let ϕ be a MSO sentence.
The language defined by ϕ, denoted Lpϕq: The set of words satisfying ϕ.

A language L � Σ� is MSO-definable
if

there is a MSO sentence ϕ such that Lpϕq � L.
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Monadic Second-Order Logic (continued)

Abbreviations.

ϕ1 ^ ϕ2 �  p ϕ1 _ ϕ2q,

ϕ1 Ñ ϕ2 �  ϕ1 _ ϕ2,

@xϕ1 �  Dxp ϕ1q,

x   y �
 x � y ^

@X p pXpxq ^ @z1@z2pXpz1q ^ sucpz1, z2q Ñ Xpz2qqq Ñ Xpyq q
,

firstpxq � @ypx � y _ x   yq,

lastpxq � @ypx � y _ y   xq.

Example.

 Dx firstpxq,

DxDypPapxq ^ Pbpyq ^ x   yq,

DX

�� Dxpfirstpxq ^Xpxqq^
@x@y@zpsucpx, yq ^ sucpy, zq ^Xpxq Ñ Xpzqq

^@xpXpxq Ñ Papxqq

�.
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NFA�MSO

From NFA to MSO
Let A � pQ,Σ, δ, q0, F q be a NFA. Let Q � tq0, q1, . . . , qnu.
Construct the MSO formula ϕ as follows,

Dq0 . . . qnpϕinit ^ ϕtrans ^ ϕfinalq,

where

ϕinit � Dxpfirstpxq ^
�

pq0,a,qqPδ

pPapxq ^ qpxqqq,

ϕtrans � @x@ypsucpx, yq Ñ
�

pq,a,q1qPδ

qpxq ^ Papyq ^ q
1pyqq,

ϕfinal � Dxplastpxq ^
�
qPF

qpxqq.

Then Lpϕq � LpAq.
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NFA�MSO

From MSO to NFA.

A normal form for MSO formulas
New modalities,

X � Y , SingpXq, sucpX,Y q.

Then a MSO formula ϕ can be transformed into a normal form ϕ1 by the
following rules,

if ϕ � Pσpxq, then ϕ1 � SingpXq ^X � Pσ,

if ϕ � x � y, then ϕ1 � SingpXq ^ SingpY q ^X � Y ^ Y � X,

if ϕ � sucpx, yq, then ϕ1 � sucpX,Y q,

if ϕ � Zpxq, then ϕ1 � SingpXq ^X � Z,

if ϕ � ϕ1 _ ϕ2, then ϕ1 � ϕ11 _ ϕ
1
2,

if ϕ �  ϕ1, then ϕ1 �  ϕ11,

if ϕ � Dxϕ1, then ϕ1 � DXpSingpXq ^ ϕ11q,

if ϕ � DXϕ1, then ϕ1 � DXϕ11.
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NFA�MSO

From MSO to NFA.

ϕ :� X � Pσ | Pσ � X | X � Y | SingpXq | sucpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1.

Let ϕpX1, . . . , Xkq be a MSO formula in the normal form.
We construct a NFA A � pQ,Σ� t0, 1uk, δ, q0, F q as follows.

q0

(
0
0

) (
0
1

) (
1
1

)

X1 ⊆ X2

q0

0

q1

0

1Sing(X)

q0 q1 q2

(
0
0

)

(
1
0

)

(
0
0

)

(
0
1

)

Suc(X, Y )
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NFA�MSO

From MSO to NFA.

ϕ :� X � Pσ | Pσ � X | X � Y | SingpXq | sucpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1.

Let ϕpX1, . . . , Xkq be a MSO formula in the normal form.
We construct a NFA A � pQ,Σ� t0, 1uk, δ, q0, F q as follows.

ϕ � ϕ1 _ ϕ2

NFAs are closed under union,

ϕ �  ϕ1

NFAs are closed under complementation,

ϕ � DXϕ1

NFAs are closed under projection (a special case of
homomorphisms), e.g. pb1, . . . , bkq Ñ pb2, . . . , bkq.
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MSOµ

Fix rΣ.
Given a word w � a1 . . . an P Σ�, a binary relation µpx, yq can be defined

such that

µpi, jq iff ai is a call and aj is a matching return.

Example. In the word “p p q q p q p p”, µp1, 4q, µp2, 3q, µp5, 6q hold.

Syntax of MSOµ over rΣ.

ϕ :� Pσpxq | x � y | sucpx, yq | Xpxq | µpx, yq | ϕ1 _ ϕ2 |  ϕ1 | Dxϕ1 | DXϕ1,

where σ P Σ.

Semantics of MSOµ over rΣ.

pw, Iq |ù µpx, yq iff µpIpxq, Ipyqq holds on w.

Example. Let rΣ � ptau, tbu, tcuq
@xpPapxq Ñ DyDzpPbpyq ^ Pcpzq ^ x   z ^ z   y ^ µpx, yqqq
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VPA � MSOµ

From VPA to MSOµ.

Let A � pQ, rΣ,Γ, δ, q0,K, F q be a VPA, Q � tq0, . . . , qnu, Γ � tγ1, . . . , γku.
Define ϕ :� Dq0 . . . qnPγ1 . . . Pγkpϕinit ^ ϕtrans ^ ϕfinalq as follows,

ϕinit � Dx

������firstpxq ^

������
�

pq0,a,qqPδ

pPapxq ^ qpxqq
�

�
pq0,a,q,γqPδ

pPapxq ^ qpxq ^ Pγpxqq
�

�
pq0,a,K,qqPδ

pPapxq ^ qpxq ^ PKpxqq

�����
�����,

ϕtrans � @x@y psucpx, yq Ñ ψcall _ ψreturn _ ψlocalq, where
ψcall �

�
pq,a,q1,γqPδ

pqpxq ^ Papyq ^ q
1pyq ^ Pγpyqq,

ψreturn ��
pq,a,γ,q1qPδ

pqpxq ^ Papyq ^ q
1pyq ^ Pγpyq ^ Dzpµpz, yq ^ Pγpzqqq

�
�

pq,a,K,q1qPδ

pqpxq ^ Papyq ^ q
1pyq ^ PKpyq ^  Dzpµpz, yqqq

,

ψlocal �
�

pq,a,q1qPδ

pqpxq ^ Papyq ^ q
1pyqq.

ϕfinal � Dx

�
lastpxq ^

�
qPF

qpxq

�
.
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0

(σ′, 0)

(σ′, 0), ↓ (σ′, 0)

X ⊆ Pσ : σ ∈ Σc

(σ, 1) ↓ (σ, 1)

(σ′, 0), ↑ (σ′′, 0), (σ, 1),⊥

(σ, 0), ↓ (σ, 0)

σ′, σ′′ 6= σ :
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0

(σ′, 0)

(σ′, 0), ↓ (σ′, 0)

X ⊆ Pσ : σ ∈ Σr

(σ, 1) ↑ (σ′, 0),⊥

(σ′, 0), ↑ (σ′′, 0),⊥
σ′, σ′′ 6= σ :

(σ, 0) ↑ (σ′, 0),⊥
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0

(σ′, 0)

(σ′, 0), ↓ (σ′, 0)

X ⊆ Pσ : σ ∈ Σl

(σ, 1)

(σ′, 0), ↑ (σ′′, 0),⊥
σ′, σ′′ 6= σ :
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0

(a, θ1, θ2) : θ1 ≤ θ2

(a, θ1, θ2), ↓ (a, θ1, θ2) : θ1 ≤ θ2

X ⊆ Y

(a, θ1, θ2), ↑ (b, θ′1, θ′2),⊥ : θ1 ≤ θ2, θ′1 ≤ θ′2
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0 q1

(a, 0)

(a, 0), ↓ (a, 0)
(a, 0), ↑ (b, 0),⊥

(a, 1), ↓ (a, 1)

(a, 0)

(a, 0), ↓ (a, 0)
(a, 0), ↑ (b, 1), (b, 0),⊥

Sing(X)

(a, 1), ↑ (b, 0),⊥
(a, 1)
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0 q1 q2

(a, 0, 0)

(a, 0, 0), ↓ (a, 0, 0)

(a, 1, 0), ↓ (a, 1, 0)

(a, 0, 0), ↓ (a, 0, 0)

(a, 0, 0)

suc(X,Y )

(a, 0, 0), ↑ (b, 0, 0),⊥ (a, 0, 0), ↑ (b, 0, 0), (b, 1, 0), (b, 0, 1),⊥

(a, 1, 0), ↑ (b, 0, 0),⊥
(a, 1, 0)

(a, 0, 1), ↓ (a, 0, 1)

(a, 0, 1), ↑ (b, 0, 0), (b, 1, 0),⊥
(a, 0, 1)
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VPA � MSOµ: continued

From MSOµ to VPA.

ϕ :�
X � Pσ | Pσ � X | X � Y | SingpXq |

sucpX,Y q | µpX,Y q | ϕ1 _ ϕ2 |  ϕ1 | DXϕ1
,

q0 q1 q2

(a, 0, 1), ↑ (b, 1, 0)

(a, 0, 0)

(a, 0, 0), ↓ (a, 0, 0)

(a, 1, 0), ↓ (a, 1, 0)

(a, 0, 0)

(a, 0, 0), ↓ (a, 0, 0)
(a, 0, 0), ↑ (b, 0, 0)

(a, 0, 0), ↓ (a, 0, 0)

(a, 0, 0)

µ(X,Y )

(a, 0, 0), ↑ (b, 0, 0),⊥ (a, 0, 0), ↑ (b, 0, 0),⊥
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Nonemptiness

Theorem. The nonemptiness of VPA can be solved in Opn3q time.

A VPA can be transformed into an equivalent VPG in Opn3q time.

The emptiness of a CFG can be solved in linear time.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Upper bound.
Given two VPAs A1 and A2,

determinize A2 into A1
2,

complement A1
2 into B,

test whether LpA1q X LpBq � H.

The determinization procedure can be fulfilled in EXPTIME.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Result from complexity theory: APSPACE = EXPTIME.

An alternating TM (ATM) is a TM M � pQ_, Q^,Σ,Γ, δ, q0, B, F q such that

the state set is divided into two disjoint subsets, Q_ (“or” state), Q^

(“and” state),

for every q P Q and a P Γ, |δpq, aq| � 2.

A run of an ATM M over an input w P Σ� is a configuration tree s.t.

the root of the tree is the initial configuration,

for every node (configuration) αqβ in the tree, if q P Q_, then
αqβ has one of its successor config. as its unique child in the tree,

for every node (configuration) αqβ in the tree, if q P Q^, then
the two successor config. of αqβ are both its children in the tree.

APSPACE: The class of languages accepted by ATMs using polynomial space.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Reduction from

the membership problem of alternating TMs using polynomial space.

Let M � pQ_, Q^,Σ,Γ, δ, q0, B, F q be a ATM using linear space, say cn.
Let t be a accepting run of M over an input w.
Use Cx’s (where x P t0, 1u�) to denote the nodes of t,

e.g. the root is Cε, while the left child of the root is C0, and so on.
Encode t by a word θ which is generated by a DFS traversal of t.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Reduction from

the membership problem of alternating TMs using polynomial space.

Let M � pQ_, Q^,Σ,Γ, δ, q0, B, F q be a ATM using linear space, say cn.
Let t be a accepting run of M over an input w.
Use Cx’s (where x P t0, 1u�) to denote the nodes of t,

e.g. the root is Cε, while the left child of the root is C0, and so on.
Encode t by a word θ which is generated by a DFS traversal of t.
Initially set θ � ε.

1 The traversal starts from the root Cε.

2 When a node Cx is visited for the first time, then θ � θpfCxq,

3 When a node Cx is visited again by backtracking from its right-child,
then θ � θpb�Cxqr.
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Reduction from

the membership problem of alternating TMs using polynomial space.

Let M � pQ_, Q^,Σ,Γ, δ, q0, B, F q be a ATM using linear space, say cn.
Let t be a accepting run of M over an input w.
Use Cx’s (where x P t0, 1u�) to denote the nodes of t,

e.g. the root is Cε, while the left child of the root is C0, and so on.
Encode t by a word θ which is generated by a DFS traversal of t.

Such a word θ is called a successful computation of M .

ε

0

00

1

10 11

(fCε)(fC0)(fC00)(bC00)
r(bC0)

r(fC1)(fC10)(bC10)
r(fC11)(bC11)

r(bC1)
r(bCε)

r
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Reduction from

the membership problem of alternating TMs using polynomial space.

Let M � pQ_, Q^,Σ,Γ, δ, q0, B, F q be a ATM using linear space, say cn.

Let Γ1 � ΓYQY sΓY sQY tf, bu, rΓ1 � xΓYQY tfu, sΓY sQY tbuy.
The format of a successful computation θ,
e.g. well-matched call-returns, except consistencies of consecutive config.
can be checked by a deterministic VPA A.
A word w P pΓ1q� is a unsuccessful computation of M if one of the

following conditions holds,

w is not accepted by A,

there is a subword fCxfCx0 or �Crx0b�Crxb or �Crx1b�Crxb, such that Cx & Cx0,
or Cx & Cx1: Guess an index i : 1   i   cn� 1, and check the relationship
of the pi� 1, i, i� 1q-th symbol of Cx and the i-th symbol of Cx0, . . .
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Language inclusion

Theorem. The language inclusion of VPA is EXPTIME-complete.

Lower bound.

The universality of VPA is EXPTIME-hard.

Reduction from

the membership problem of alternating TMs using polynomial space.

Let M � pQ_, Q^,Σ,Γ, δ, q0, B, F q be a ATM using linear space, say cn.

Let Γ1 � ΓYQY sΓY sQY tf, bu, rΓ1 � xΓYQY tfu, sΓY sQY tbuy.
The set of unsuccessful computations of M

can be accepted by a nondeterministic VPA B of polynomial size.

M does not accept w iff LpBq � pΓ1q�.
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Next lecture

Automata over infinite words
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