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Abstract

In this paper we study reachability verification problems of stochastic discrete-time dynamical systems over the infinite time
horizon. The reachability verification of interest in this paper is to certify specified lower and upper bounds of the reachability
probability, with which the system starting from a designated initial set will enter a desired target set eventually. Existing
sufficient conditions for reachability verification over the infinite time horizon are established based on the Doob’s non-
supermartingle inequality, which are often restrictive. Recently, a set of equations was proposed in [18], to which the solution is
able to characterize the exact reachability probability. Inspired by this result, we in this paper propose sufficient conditions for
reachability verification based on relaxing this equation. These sufficient conditions are shown to be weaker than the state-of-
the-art ones, consequently being capable of providing more opportunities for verifying the reachability property successfully.
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1 Introduction

In classical analysis, complex models, such as stochas-
tic difference equations, are usually checked against sim-
ple specifications. Examples include the stability of an
equilibrium, the invariance of a set, and properties such
as controllability and observability [7]. There is a grow-
ing interest, however, in using formal methods to check
the behavior of a complex model against rich temporal
specifications that include notions of safety (i.e., some-
thing bad never happens) and its dual, reachability (i.e.,
something good eventually happens safely).

A popular approach to temporal verification in deter-
ministic systems is via barrier functions which provide
Lyapunov-like guarantees regarding system behavior.
The existence of a barrier function is enough to con-
clude the satisfiability of safety or reachability spec-
ifications [11,12]. Later, significant efforts have been
devoted to modifying and improving the deterministic
form of barrier functions as well as expanding their ap-
plications [1,20]. However, many real-world applications
are subject to stochastic disturbances and are modeled
as stochastic systems. In the stochastic setting, safety
verification over the infinite time horizon via barrier
certificates was introduced in [11] along with the deter-
ministic counterpart. Based on the Doob’s supermartin-
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gale inequality [10], [11] constructed a non-negative
barrier function and provided a sufficient condition for
certifying specified upper bounds of probabilities, with
which a system starting from a specified initial set will
enter an unsafe region. Unfortunately, the formulated
sufficient condition can be overly restrictive because it
requires the expected value evolution of the barrier func-
tion to be monotonically non-increasing, i.e., the barrier
function is restricted to be a non-negative supermartin-
gale. In order to alleviate this issue, the c-martingale
was proposed, which permits a bounded increase in
the expected value of the certificate at each time step.
However, the probabilistic guarantee it produces can
only be established by bounded time horizons [15,13].
Afterwards, inspired by the k-inductive principle [14],
new sufficient conditions for safety and reachability ver-
ification were proposed to further alleviate this issue in
[2]. Essentially, the construction of these sufficient con-
ditions relies on the Doob’s supermartingale inequality
as well. Very recently, a sufficient condition for inner-
approximate reachability analysis, which is constructed
by relaxing a set of equations being able to character-
ize the exact reachability probability, was formulated
in [18]. The inner-approximate reachability analysis is
inner-approximating the set of all initial states, start-
ing from each of which the system will enter a desired
target set with a probability being larger than a spec-
ified threshold. The formulated sufficient condition
can be used for certifying lower bounds of reachabil-
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ity probabilities via supplementing a requirement that
the designated initial set is included in the computed
inner-approximation. This method is orthogonal to the
aforementioned methods based on the Doob’s super-
martingale inequality, and deserves further exploration
in reachability verification.

The present work studies the reachability verification
problem of stochastic discrete-time systems over the in-
finite time horizon based on relaxing the set of equations
in [18]. The reachability verification problem of interest
in this paper is to certify both lower and upper bounds
of the reachability probability, with which the system
starting from a specified initial set will enter a desired
target set eventually. Firstly, we complement the results
in [18] and present sufficient conditions for certifying an
upper bound of the reachability probability. Secondly,
we extend these conditions and further propose suffi-
cient conditions for reachability verification with the k-
induction principle. The comparison between the pro-
posed ones and the state-of-the-art ones demonstrates
that our proposed conditions are more expressive and
can provide more chances of verifying the reachability
specification successfully.

Related Work

Verification of dynamical systems against complex
temporal specifications has gained increasing atten-
tion in the last few years [9]. Given desired temporal
properties, formal verification is concerned to soundly
check whether these properties are satisfied. In case
that the underlying systems are subject to stochastic
uncertainties, the objective turns into formally quan-
tifying the probability of satisfying the property of
interest [3]. However, verification for complex tempo-
ral specifications such as reachability for these systems
with continuous state spaces is generally intractable
to solve. Existing methods are mainly categorized into
discretization-based and discretization-free ones [9].

Discretization-based methods typically involve the dis-
cretization of the system’s domain into a finite number
of discrete states, resulting in a finite stochastic tran-
sition system. This transition system serves as a finite-
state abstraction of the continuous-state dynamics. Per-
forming verification on this abstraction is generally more
tractable and yields bounded-error probabilistic guar-
antees with respect to the original system states. As a
result, several types of stochastic abstractions, such as
approximate markov chains [16,17] and interval-valued
markov chains [8,5], have been put forth in the literature.
However, these abstraction techniques face the issue of
discrete state exploration. This critical challenge moti-
vates the development of discretization-free approaches.

Besides the methods based on satisfiability modulo the-
ory [6], one well-known discretization-free method is the

barrier certificates method [11]. Barrier certificates are
Lyapunov-like functions defined over the state space of
the system and satisfying a set of inequalities on both
the function itself and the one-step transition (or the in-
finitesimal generator along the flow) of the system. An
appropriate level set of a barrier certificate can separate
an unsafe region from all system trajectories starting
from a given set of initial states with some probability
lower bound. Consequently, the existence of such a func-
tion provides a formal probabilistic certificate for system
safety and can certify upper bounds of the probability of
reaching unsafe sets. Recently, inspired by the results in
[12], a modified barrier certificate, which is able to cer-
tify lower bounds of the probability of reaching unsafe or
target sets, was proposed in [2]. However, in order to pro-
vide infinite time horizon guarantees, all of these results
require an assumption that the barrier function should
be a non-negative supermartingale, which is rather re-
strictive in practice. In order to alleviate this issue, new
results, termed k-inductive barrier certificates, were fur-
ther developed for certifying both lower and upper prob-
ability bounds based on the k-inductive principle in [2].
The k-inductive barrier certificate relaxes the classical
non-negative supermartingale based barrier certificate
by permitting an increase in the expected value of the
certificate at some time steps. It is a barrier certificate
for k-compositions of the system. Nevertheless, the con-
struction of k-inductive barrier certificates also relies on
the Doob’s supermartingale inequality.

Like the work [2], the present work also studies reacha-
bility verification of stochastic discrete-time dynamical
systems. However, the results developed in this paper do
not rely on the Doob’s supermartingale inequality. They
are established based on relaxing the set of equations in
[18]. Compared to the ones in [2], the resulting certifi-
cates are not required to be non-negative and are shown
to be more powerful in reachability verification.

This paper is structured as follows. In Section 2 we in-
troduce the reachability verification problem of interest
and recall existing sufficient conditions. We first present
a sufficient condition for certifying upper bounds of the
reachability probability via relaxing the set of equations
in [18] directly in Section 3, and then in Section 4 present
new sufficient conditions with the k-inductive principle.
Finally, we conclude this paper in Section 5.

2 Preliminaries

We start our exposition by a formal introduction of
discrete-time systems subject to stochastic disturbances
and reachability verification problems of interest. Before
posing the problem studied, let us introduce some ba-
sic notions used throughout this paper: N denotes the
set of nonnegative integers; for a set ∆, ∆c and ∂∆ de-
note the complement and the boundary of the set ∆, re-
spectively; R≥0 is the set of non-negative real numbers;
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1A(x) denotes the indicator function in the set A, where,
if x ∈ A, then 1A(x) = 1 and if x /∈ A, 1A(x) = 0.

2.1 Problem Statement

In this paper we consider stochastic discrete-time sys-
tems that can be modeled by stochastic difference equa-
tions of the following form:

x(l+ 1) = f(x(l), θ(l)), ∀l ∈ N,

x(0) = x0 ∈ X ,
(1)

where x(·) : N → R
n are states, and θ(·) : N → Θ

with Θ ⊆ R
m are stochastic disturbances. In addition,

suppose that the random vectors, θ(0), θ(1), . . ., are in-
dependent and identically distributed (i.i.d), and take
values in Θ with the following probability distribution,

Prob(θ(l) ∈ B) = P(B), ∀l ∈ N, ∀B ⊆ Θ.

Correspondingly, E[·] is the expectation induced by the
distribution P.

Let Θ×Θ = Θ2. Then, the 2-composition of system (1)
is given by

x(l+2) = f(f(x(l), θ(l)), θ(l+1)) := f2(x(l), θ(l : l+1)),

where f2 : Rn × Θ2 → R
n and θ(l : l + 1) ∈ Θ2. Since

the sequence of random vectors {θ(l), l ∈ N} is assumed
i.i.d, the probability measure on Θ2 will simply be the
product measure, i.e., P×P := P

2. Similarly, the (l+1)-
composition is denoted by x(i + 1) = f l+1(x(i), θ(li :
li+ l)), where f l+1 : Rn×Θl+1 → R

n and θ(li : li+ l) ∈
Θl+1 with the probability measure P

l+1.

Before defining the trajectory of system (1), we define a
disturbance signal.

Definition 1 A disturbance signal π is an ordered se-
quence {θ(i), i ∈ N}, where θ(·) : N → Θ.

Given system (1), a signal π = {θ(i), i ∈ N} is a
stochastic process defined on the canonical sample space
Ω = Θ∞, endowed with its product topology B(Ω), with
the probability measure P∞. The expectation associated
with the probability measure P

∞ is denoted by E
∞[·].

A disturbance signal π together with an initial statex0 ∈
R

n induces a unique discrete-time trajectory as follows.

Definition 2 Given a disturbance signal π ∈ Ω and an
initial statex0 ∈ R

n, a trajectory of system (1) is denoted
as φx0

π (·) : N → R
n with φx0

π (0) = x0, i.e.,

φx0

π (l + 1) = f(φx0

π (l), θ(l)), ∀l ∈ N.

Given a state constraint set X ⊆ R
n satisfying As-

sumption 1, an initial set X0 and a target set Xr, where
X0,Xr ⊆ X , the reachability verification is to certify
lower and upper bounds on the probability of reaching
the target set Xr eventually for system (1), starting from
the initial set X0.

Assumption 1 f(x, θ) : X × Θ → X , i.e., for any
solution process φx0

π (·) : N → R starting from x0 ∈ X ,
we have φx0

π (k) ∈ X for all k ∈ N. If X = R
n, this

assumption is meaningless.

Definition 3 Given thresholds ǫ1 ∈ [0, 1] and ǫ2 ∈ [0, 1],
the reachability verification problem is to certify whether
ǫ1 and ǫ2 are respectively the lower and upper bounds of
the probability, with which system (1) starting from each
state in the initial set X0 will enter the target set Xr

eventually, i.e., to certify

ǫ1 ≤ P
∞
(
∃k ∈ N.φx0

π (k) ∈ Xr | x0 ∈ X0

)
≤ ǫ2.

Remark 1 If Assumption 1 is discarded, the reachability
verification problem in Definition 3 turns into certifying
whether ǫ1 and ǫ2 are respectively the lower and upper
bounds of the probability, with which system (1) starting
from each state in the initial set X0 will enter the target
set Xr eventually while staying inside the set X before
the first target hitting time, i.e., certifying

ǫ1 ≤ P
∞

(
∃k ∈ N.φx0

π (k) ∈ Xr

∧

∀l ∈ [0, k] ∩ N.φx0

π (l) ∈ X
| x0 ∈ X0

)
≤ ǫ2.

In order to make fair comparisons with existing ones
(i.e., Proposition 1-5 in Subsection 2.2), in this paper we
illustrate our results under Assumption 1. Some results
without Assumption 1 are also presented in this paper.

2.2 Reachability Verification Based on the Doob’s Su-
permartingale Inequality

In this section we recall sufficient conditions for reacha-
bility verification based on the Doob’s supermartingale
inequality.

A supermartingale is a sequence of random variables
for which the conditional expectation of the next value
in the sequence is smaller than or equal to the present
value irrespective of the prior values. For nonnegative
supermartingales, there exists the following well-known
result – the Doob’s supermartingale inequality.

Theorem 1 Let (Ω,F ,P1) be the probability space and
(Bi)i∈N be an non-negative supermartingale, then for b >
0, we have that

P1

(
sup
i∈N

Bi ≥ b | B0

)
≤

B0

b
.
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Sufficient conditions were proposed for reachability veri-
fication in the sense of Definition 3. A sufficient condition
for certifying upper bounds of the reachability probabil-
ity is formulated in Proposition 1.

Proposition 1 (Theorem 5, [2]) Under Assumption
1, let v(x) : X → R≥0 be a barrier certificate satisfying





v(x) ≤ ǫ2, ∀x ∈ X0,

v(x) ≥ 1, ∀x ∈ Xr,

E
∞[v(φx

π(1))]− v(x) ≤ 0, ∀x ∈ X ,

(2)

then P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≤ ǫ2.

If the set Xr is an unsafe set, then a function v(x) sat-
isfying constraint (2) in Proposition 1 is the well-known
barrier certificate in existing literature for safety verifica-
tion. Under Assumption 1, the Doob’s supermartingale
inequality also facilitates the construction of sufficient
conditions for certifying lower bounds of the reachability
probability.

Proposition 2 (Theorem 16, [2]) Under Assump-
tion 1, let v(x) : X → R≥0 be a barrier certificate
satisfying





v(x) ≤ 1− ǫ1, ∀x ∈ X0,

v(x) ≥ 1, ∀x ∈ ∂X \ ∂Xr,

E
∞[v(φx

π(1))]− v(x) ≤ −δ, ∀x ∈ X \ Xr,

(3)

where δ > 0 is a user-defined value, then P
∞
(
∃k ∈

N.φx
π(k) ∈ Xr | x ∈ X0

)
≥ ǫ1.

Remark 2 Another condition, which is similar to the
one in Proposition 2 but provides stronger almost-sure
guarantees, was proposed in [4].

Proposition 3 Under Assumption 1, if there exist a
function v(x) : X → R≥0 and constant c > 0 such that





v(x) ≥ c, ∀x ∈ X \ Xr,

v(x) < c, ∀x ∈ Xr,

E
∞[v(φx

π(1))]− v(x) ≤ −1, ∀x ∈ X \ Xr,

(4)

then P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
= 1.

Meanwhile, in [2] k-inductive barrier certificates, which
relax the non-negative supermartingale based barrier
certificates in Proposition 1 and 2 by permitting an in-
crease in the expected value of the certificate at some
times, were also proposed for reachability verification.

Proposition 4 (Theorem 11, [2]) Under Assump-
tion 1, let v(x) : X → R≥0 be a k-inductive barrier

certificate satisfying





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ 1, ∀x ∈ Xr,

E
∞[v(φx

π(1))]− v(x) ≤ c, ∀x ∈ X ,

E
∞[v(φx

π(k))] − v(x) ≤ 0, ∀x ∈ X ,

(5)

where c ≥ 0 is a user-defined value and ǫ′2 ∈ [0, 1], then

P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≤ kǫ′2 +

k(k−1)c
2 .

By setting ǫ′2 := 2ǫ2−k(k−1)c
2k in Proposition 4, we have

P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≤ ǫ2 if constraint (5)

holds.

Proposition 5 (Theorem 22, [2]) Under Assump-
tion 1, let v(x) : X → R≥0 be a k-inductive barrier
certificate satisfying





v(x) ≤ ǫ′1, ∀x ∈ X0,

v(x) ≥ 1, ∀x ∈ ∂X \ ∂Xr,

E
∞[v(φx

π(1))]− v(x) ≤ c, ∀x ∈ X \ Xr,

E
∞[v(φx

π(k))]− v(x) ≤ −δ, ∀x ∈ X \ Xr,

(6)

where c ≥ 0 is a user-defined value and ǫ′1 ∈ [0, 1], then

P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≥ 1− kǫ′1 −

k(k−1)c
2 .

By setting ǫ′1 := 2−k(k−1)c−2ǫ1
2k in Proposition 5, we have

that P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≥ ǫ1 if con-

straint (6) holds.

2.3 Reachability Verification Based on Equation Relax-
ations in [18]

In this subsection we introduce another method of con-
structing sufficient conditions for reachability verifica-
tion. This method does not need Assumption 1 and
the Doob’s supermartingale inequality. In contrast, this
method is based on the relaxation of a set of equations,
the solution to which is able to characterize the exact
reachability probability. Recently, it was extended to
continuous-time systems modelled by stochastic differ-
ential equations [19].

Theorem 2 (Theorem 1, [18]) If there exist bounded

functions v(x) : X̂ → R and w(x) : X̂ → R such that for

x ∈ X̂ ,

{
v(x) = E

∞[v(φ̂x
π(1))],

v(x) = 1Xr
(x) + E

∞[w(φ̂x
π(1))]− w(x),

(7)

then P
∞
(
∃k ∈ N.φx0

π (k) ∈ Xr

∧
∀l ∈ [0, k].φx0

π (l) ∈

X | x0 ∈ X
)
= P

∞
(
∃k ∈ N.φ̂x0

π (k) ∈ Xr | x0 ∈ X
)
=

4



v(x) = limi→∞
1Xr

(x0)+...+E
∞[1Xr

(φ̂
x0
π (i−1))]

i
, where

φ̂x0
π (·) : N → R

n is the trajectory to the system





x(j + 1) = 1X\Xr
(x(j)) · f(x(j), θ(j))

+1Xr
(x(j)) · x(j) + 1

X̂\X
(x(j)) · x(j), ∀j ∈ N,

x(0) = x0,

(8)

and X̂ is a set satisfying X̂ ⊇ {x ∈ R
n | x =

f(x0, θ),x0 ∈ X , θ ∈ Θ} ∪ X .

Via relaxing the set of equations (7), a set of inequalities
is obtained and the p-super level set (i.e., {x ∈ X |
v(x) ≥ p}) of its solution is a set of initial states (i.e.,
an inner-approximation of the p-reach-avoid set), from
which system (1) starting will enter the target set Xr

eventually while staying inside the set X preceding the
target hit with a probability being larger than or equal
to p. Please refer to Corollary 2 in [18]. By incorporating
the constraint that the initial set X0 is a subset of the
computed p-reach-avoid set, a sufficient condition can be
obtained straightforwardly for certifying lower bounds
of the reachability probability.

Proposition 6 If there exist bounded functions v(x) :

X̂ → R and w(x) : X̂ → R such that





v(x) ≥ ǫ1, ∀x ∈ X0,

v(x) ≤ E
∞[v(φ̂x

π(1))], ∀x ∈ X̂ ,

v(x) ≤ 1Xr
(x) + E

∞[w(φ̂x
π(1))]− w(x), ∀x ∈ X̂ ,

which is equivalent to





v(x) ≥ ǫ1, ∀x ∈ X0,

v(x) ≤ E
∞[v(φx

π(1))], ∀x ∈ X \ Xr,

v(x) ≤ E
∞[w(φx

π(1))]− w(x), ∀x ∈ X \ Xr,

v(x) ≤ 1, ∀x ∈ Xr,

v(x) ≤ 0, ∀x ∈ X̂ \ X ,

(9)

then P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr

∧
∀l ∈ [0, k].φx

π(l) ∈ X |

x ∈ X0

)
= P

∞
(
∃k ∈ N.φ̂x

π(k) ∈ Xr | x ∈ X0

)
≥ ǫ1.

Theorem 2 and Proposition 6 do not need Assumption
1. Instead, in order to maintain invariance, an auxiliary

set X̂ , which is an invariant of the switched system (8), is
required. In the following we will further construct new
sufficient conditions for reachability verification based
on relaxing the set of equations (7). Under Assumption

1, the set X̂ is not needed anymore.

3 Reachability Verification

Under Assumption 1, let’s first compare constraints (3)
and (9), motivating the use of relaxations of the set of

equations (7) for reachability verification. In this con-

text, due to the fact that X̂ is not needed any more,
constraint (9) turns into





v(x) ≥ ǫ1, ∀x ∈ X0,

v(x) ≤ E
∞[v(φx

π(1))], ∀x ∈ X \ Xr,

v(x) ≤ E
∞[w(φx

π(1))]− w(x), ∀x ∈ X \ Xr,

v(x) ≤ 1, ∀x ∈ Xr.

(10)

Via setting u(x) := 1−v(x), constraint (3) with v(x) ≥
0 over X can be reformulated as the following equivalent
form





u(x) ≥ ǫ1, ∀x ∈ X0,

u(x) ≤ 0, ∀x ∈ ∂X \ ∂Xr,

E
∞[u(φx

π(1))]− u(x) ≥ δ, ∀x ∈ X \ Xr,

u(x) ≤ 1, ∀x ∈ X .

(11)

We will show that if a bounded function v(x) satisfies
(11), it will satisfy (10). We just need to show that if
there exists a bounded function v(x) satisfying

E
∞[v(φx0

π (1))]− v(x) ≥ δ, ∀x ∈ X \ Xr,

there exists a bounded function w(x) : X → R such that

{
v(x) ≤ E

∞[v(φx
π(1))], ∀x ∈ X \ Xr,

v(x) ≤ E
∞[w(φx

π (1))]− w(x), ∀x ∈ X \ Xr.

Obviously, if v(x) satisfies

E
∞[v(φx

π(1))]− v(x)) ≥ δ, ∀x ∈ X \ Xr,

it satisfies

v(x) ≤ E
∞[v(φx

π(1)], ∀x ∈ X \ Xr.

Further, via taking w(x) = Mv(x), where M > 0 satis-
fies Mδ ≥ supx∈X v(x), we have

v(x) ≤ E
∞[w(φx

π(1))]− w(x), ∀x ∈ X \ Xr.

Thus, the conclusion holds and constraint (10) is weaker
than constraint (11), providing more possibilities of ver-
ifying that ǫ1 is a lower bound of the reachability prob-
ability successfully.

Besides the gain of a sufficient condition for certifying
lower bounds of the reachability probability via relaxing
the set of equations (7), a sufficient condition can also
be obtained for certifying an upper bound of the reacha-
bility probability. This sufficient condition is formulated
in Proposition 7.
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Proposition 7 Under Assumption 1, if there exist
bounded functions v(x) : X → R and w(x) : X → R

such that





v(x) ≤ ǫ2, ∀x ∈ X0,

v(x) ≥ E
∞[v(φx

π(1))], ∀x ∈ X \ Xr,

v(x) ≥ E
∞[w(φx

π (1))]− w(x), ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

(12)

then P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
≤ ǫ2.

PROOF. From constraint (12), we have





v(x) ≤ ǫ2, ∀x ∈ X0,

v(x) ≥ E
∞[v(φ̃x

π(1))], ∀x ∈ X ,

v(x) ≥ 1Xr
(x) + E

∞[w(φ̃x
π(1))]− w(x), ∀x ∈ X ,

where φ̃x
π(·) : N → X is the trajectory to the system





x(j + 1) = 1X\Xr
(x(j)) · f(x(j), θ(j))

+ 1Xr
(x(j)) · x(j), ∀j ∈ N,

x(0) = x.

(13)

Thus, we have that for m ∈ N,

v(x) ≥ 1Xr
(x) + E

∞[w(φ̃x
π(1))]− w(x),

v(x) ≥ E
∞[v(φ̃x

π(1))] ≥ E
∞[1Xr

(φ̃x
π(1))]

+ E
∞[w(φ̃x

π(2))]− E
∞[w(φ̃x

π(1))],

. . . ,

v(x) ≥ E
∞[v(φ̃x

π(m))] ≥ E
∞[1Xr

(φ̃x
π(m))]

+ E
∞[w(φ̃x

π(m+ 1))]− E
∞[w(φ̃x

π(m))]

and thus

v(x) ≥
E
∞[w(φ̃x

π (m+ 1))]− w(x)

m+ 1

+
1Xr

(x) + . . .+ E
∞[1Xr

(φ̃x
π(m))]

m+ 1
, ∀m ∈ N,

which implies, from Lemma 2 in [18],

v(x) ≥ lim
m→∞

1Xr
(x) + . . .+ E

∞[1Xr
(φ̃x

π(m))]

m+ 1

= P
∞
(
∃k ∈ N.φ̃x

π(k) ∈ Xr | x ∈ X
)
.

Also, since P
∞
(
∃k ∈ N.φ̃x

π(k) ∈ Xr | x ∈ X0

)
=

P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr | x ∈ X0

)
, and v(x) ≤ ǫ2, ∀x ∈

X0, we have the conclusion. ✷

From the proof of Proposition 7, we can observe that for
any state x in {x ∈ X | v(x) ≤ ǫ2}, system (1) starting
from it will enter the target set Xr eventually with a
probability being smaller than or equal to ǫ2.

We compare constraints (12) and (2) in the following.
We will show that if there exists a bounded function v(x)
satisfying E

∞[v(φx
π(1))] − v(x) ≤ 0, ∀x ∈ X and 0 ≤

v(x), ∀x ∈ X , there exists a bounded function w(x) :
X → R such that

{
v(x) ≥ E

∞[v(φx
π(1))], ∀x ∈ X \ Xr,

v(x) ≥ E
∞[w(φx

π (1))]− w(x), ∀x ∈ X \ Xr.

Obviously, w(x) ≡ 0 for x ∈ X satisfies this condition.
Therefore, the conclusion holds and constraint (12) is
weaker than constraint (2).

Remark 3 When Assumption 1 does not hold, we have
the following sufficient condition for certifying upper
bounds of the reachability probability. Similar to Propo-
sition 6, this condition can be obtained via relaxing (7).

Proposition 8 If there exist bounded functions v(x) :
X → R and w(x) : X → R such that





v(x) ≤ ǫ2, ∀x ∈ X0,

v(x) ≥ E
∞[v(φ̂x

π(1))], ∀x ∈ X̂ ,

v(x) ≥ 1Xr
(x) + E

∞[w(φ̂x
π(1))]− w(x), ∀x ∈ X̂ ,

which is equivalent to





v(x) ≤ ǫ2, ∀x ∈ X0,

v(x) ≥ E
∞[v(φx

π(1))], ∀x ∈ X \ Xr,

v(x) ≥ E
∞[w(φx

π(1))]− w(x), ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

v(x) ≥ 0, ∀x ∈ X̂ \ X ,

(14)

then P
∞
(
∃k ∈ N.φx

π(k) ∈ Xr ∧ ∀i ∈ [0, k].φx
π(i) ∈ X |

x ∈ X0

)
≤ ǫ2.

PROOF. The conclusion can be assured by following
the proof of Corollary 2 in [18]. ✷

Remark 4 When Assumption 1 does not hold, inspired
by [20], we can further consider the case that w(x) =

λv(x) for x ∈ X̂ in Proposition 6 and 8 for constructing
sufficient conditions for reachability verification.

Via setting w(x) := λv(x) and removing the constraint

v(x) ≤ E
∞[v(φ̂x

π(1))], ∀x ∈ X̂ in Proposition 6, we
have the following sufficient condition for certifying lower
bounds of the reachability probability in Definition 3. Its
proof is shown in Appendix.
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Proposition 9 If there exist a bounded function v(x) :

X̂ → R and a positive value λ ∈ (0,∞) such that

{
v(x) ≥ ǫ1, ∀x ∈ X0,

v(x) ≤ 1Xr
(x) + λ(E∞[v(φ̂x

π(1))]− v(x)), ∀x ∈ X̂ ,

(15)
which is equivalent to





v(x) ≥ ǫ1, ∀x ∈ X0,

v(x) ≤ λ(E∞[v(φx
π(1))]− v(x)), ∀x ∈ X \ Xr,

v(x) ≤ 1, ∀x ∈ Xr,

v(x) ≤ 0, ∀x ∈ X̂ \ X ,

then P
∞
(
∃k ∈ N.φx0

π (k) ∈ Xr

∧
∀l ∈ [0, k].φx0

π (l) ∈ X |

x0 ∈ X0

)
= P

∞
(
∃k ∈ N.φ̂x0

π (k) ∈ Xr | x0 ∈ X0

)
≥ ǫ1.

However, via setting w(x) := λv(x) and removing

v(x) ≥ E
∞[v(φ̂x

π(1))], ∀x ∈ X̂ in Proposition 8, we
cannot obtain sufficient conditions for certifying upper
bounds of the reachability probability in Definition 3. In
contrast, we can obtain a sufficient condition for cer-
tifying upper bounds of the probability, with which the
system starting from each state in X0 will enter the target
set Xr within a uniformly unbounded time horizon.

Proposition 10 If there exist a bounded function v(x) :

X̂ → R and a positive value λ ∈ (0,∞) such that

{
v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ 1Xr
(x) + λ(E∞[v(φ̂x

π(1))]− v(x)), ∀x ∈ X̂ ,

(16)
which is equivalent to





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ λ(E∞[v(φx
π(1))]− v(x)), ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

v(x) ≥ 0, ∀x ∈ X̂ \ X ,

where ǫ′2 ∈ [0, 1], then P
∞
(
∃k ∈ [0, N ].φx0

π (k) ∈

Xr

∧
∀l ∈ [0, k].φx0

π (l) ∈ X | x0 ∈ X0

)
= P

∞
(
∃k ∈

[0, N ].φ̂x0
π (k) ∈ Xr | x0 ∈ X0

)
≤ (1+λ)N

λN ǫ′2.

PROOF. Its proof is shown in Appendix. ✷

The result in Proposition 10 complements the one in

Proposition 2 in [13] with α̃ < 1 and β̃ = 0. However, the
function in (10) is not required to be non-negative over

X̂ . A general condition, which complements the one in
Proposition 2 in [13], is formulated below. It requires the

function v(x) to be non-negative over X̂ .

Proposition 11 If there exist a function v(x) : X̂ → R,

and α̃ ∈ (0, 1] and 0 ≤ β̃ < 1 such that





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ α̃E∞[v(φ̂x
π(1))]− α̃β̃, ∀x ∈ X̂ ,

v(x) ≥ 1Xr
(x), ∀x ∈ X̂ ,

(17)

which is equivalent to





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ α̃E∞[v(φx
π(1))]− α̃β̃, ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

v(x) ≥ 0, ∀x ∈ X \ Xr,

v(x) ≥ 0, ∀x ∈ X̂ \ X ,

(18)

where ǫ′2 ∈ [0, 1], then P
∞
(
∃k ∈ [0, N ].φx0

π (k) ∈

Xr

∧
∀l ∈ [0, k].φx0

π (l) ∈ X | x0 ∈ X0

)
= P

∞
(
∃k ∈

[0, N ].φ̂x0
π (k) ∈ Xr | x0 ∈ X0

)
= P , where

(1) if α̃ = 1, P ≤ ǫ′2 + β̃N .

(2) if α̃ < 1, P ≤ ǫ′2α̃
−N + (1−α̃−N )α̃β̃

α̃−1
.

PROOF. Its proof is shown in Appendix. ✷

When α̃ = λ
1+λ

and β̃ = 0 in Proposition 10, we can
obtain the conclusion in Proposition 11. Under Assump-

tion 1, the constraint v(x) ≥ 0, ∀x ∈ X̂ \ X in (18) is
redundant and thus can be removed. A weaker condition,

which does not require v(x) to be non-negative over X̂ ,
is presented below.

Proposition 12 If there exist a bounded function v(x) :

X̂ → R, and positive values α̃ ∈ (0, 1) and β̃ ∈ [0, 1),
such that





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ (1 + α̃β̃ − α̃)1Xr
(x)

+ α̃E∞[v(φ̂x
π(1))]− α̃β̃, ∀x ∈ X̂ ,

(19)
which is equivalent to





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ α̃E∞[v(φx
π(1))]− α̃β̃, ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

v(x) ≥ − α̃β̃

1−α̃
, ∀x ∈ X̂ \ X ,

(20)

where ǫ′2 ∈ [0, 1], then P
∞
(
∃k ∈ [0, N ].φx0

π (k) ∈

Xr

∧
∀l ∈ [0, k].φx0

π (l) ∈ X | x0 ∈ X
)
= P

∞
(
∃k ∈

[0, N ].φ̂x0
π (k) ∈ Xr | x0 ∈ X0

)
≤

ǫ′2α̃
−N (1−α̃)+α̃β̃α̃−N

1+α̃β̃−α̃
.
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If a function v(x) satisfies (18) with α̃ ∈ (0, 1), it also

satisfies (20). Also, when α̃N ≤ ǫ′2,
ǫ′2α̃

−N (1−α̃)+α̃β̃α̃−N

1+α̃β̃−α̃
≤

ǫ′2α̃
−N + (1−α̃−N )α̃β̃

α̃−1
holds. ✷

4 k-Inductive Reachability Verification

In this section we extend conditions in Proposition 6
and 7 based on the k-induction principle, where k ∈
N, and present new sufficient conditions for reachability
verification in Definition 3.

We first present the sufficient condition for certifying
lower bounds of the reachability probability. This condi-
tion is an extension of Proposition 6 to the k-composition
x(l + 1) = fk(x(l), θ(kl : kl + k − 1)) of system (1).

Proposition 13 Under Assumption 1, if there exist
bounded functions v(x) : X → R and w(x) : X → R

such that





v(x) ≥ 1− ǫ′1, ∀x ∈ X0,

v(x) ≤ E
∞[v(φx

π(k))], ∀x ∈ X \ Xr,

v(x) ≤ E
∞[w(φx

π(k))] − w(x), ∀x ∈ X \ Xr,

v(x) ≤ 1, ∀x ∈ Xr,

(21)

where ǫ′1 ∈ [0, 1], then P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈

X0

)
≥ 1− ǫ′1.

PROOF. From constraint (21), we have that





v(x) ≥ 1− ǫ′1, ∀x ∈ X0,

v(x) ≤ E
∞[v(φ̌x

π(1))], ∀x ∈ X ,

v(x) ≤ 1Xr
(x) + E

∞[w(φ̌x
π(1))]− w(x), ∀x ∈ X ,

where φ̌x
π(·) : N → R

n satisfies:





φ̌x
π(j + 1) = 1Xr

(φ̌x
π(j)) · φ̌

x
π(j)+

1X\Xr
(φ̌x

π(j)) · f
k(φ̌x

π(j), θ(jk : jk + k − 1)), ∀j ∈ N,

φ̌x
π(0) = x.

Therefore, we have that for x ∈ X ,

v(x) ≤ 1Xr
(x) + E

∞[w(φ̌x
π(1))]− w(x),

v(x) ≤ E
∞[v(φ̌x

π(1))] ≤ E
∞[1Xr

(φ̌x
π(1))]

+ E
∞[w(φ̌x

π(2))]− E
∞[w(φ̌x

π(1)],

. . . ,

v(x) ≤ E
∞[v(φ̌x

π(m− 1))] ≤ E
∞[1Xr

(φ̌x
π(m− 1))]

+ E
∞[w(φ̌x

π(m))] − E
∞[w(φ̌x

π(m− 1))],

and thus

mv(x) ≤ 1Xr
(x) + E

∞[1Xr
(φ̌x

π(1))] + . . .

+ E
∞[1Xr

(φ̌x
π(m− 1))] + E

∞[w(φ̌x
π(m))] − w(x).

Consequently, as m → ∞, together with v(x) ≥ 1 −
ǫ′1, ∀x ∈ X0, we have

(1− ǫ′1) ≤ lim
m→∞

1Xr
(x) + . . .+ E

∞[1Xr
(φ̌x

π(m− 1))]

m
= P

∞
(
∃j ∈ N.φx

π(jk) ∈ Xr | x ∈ X0

)

≤ P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
.

The proof is completed. ✷

From (21), we can observe that for any state x in {x ∈
X | v(x) ≥ 1−ǫ′1}, both the k-composition system x(l+
1) = fk(x(l), θ(kl : kl + k − 1)) and system (1) starting
from it will enter the target set Xr with a probability
being larger than or equal to 1−ǫ′1. Therefore, by setting
ǫ′1 := 1 − ǫ1 in Proposition 13, we have that P

∞
(
∃i ∈

N.φx
π(i) ∈ Xr | x ∈ X0

)
≥ ǫ1 if constraint (21) holds.

Via setting u(x) := 1−v(x) in Proposition 5, constraint
(6) can be equivalently reformulated as





u(x) ≥ 1− ǫ′1, ∀x ∈ X0,

u(x) ≤ 0, ∀x ∈ ∂X \ ∂Xr,

E
∞[u(φx

π(1))]− u(x) ≥ −c, ∀x ∈ X \ Xr,

E
∞[u(φx

π(k))]− u(x) ≥ δ, ∀x ∈ X \ Xr,

u(x) ≤ 1, ∀x ∈ X .

(22)

Using the same inference technique of comparing con-
straints (3) and (9) in Section 3, we can conclude that
constraint (21) is weaker than (6). Moreover, comparing

the lower bounds (i.e., 1− kǫ′1 −
k(k−1)

2 c and 1 − ǫ′1) in
constraints (6) and (21), we can also have the conclu-
sion that constraint (21) is able to certify tighter lower
bounds of the reachability probability than (6).

Next, we present a sufficient condition of certifying upper
bounds of the reachability probability for system (1).
Similar to Proposition 13, this sufficient condition is an
extension of Proposition 7 to the k-fold systemx(l+1) =
fk(x(l), θ(kl : kl+ k − 1)) starting from the set X0.

Proposition 14 Under Assumption 1, if there exist

bounded functions v(x) : X̂ → R and w(x) : X̂ → R

such that




v(x) ≤ ǫ′2, ∀x ∈ X0,

c+ v(x) ≥ E
∞[v(φx

π(1))], ∀x ∈ X ,

v(x) ≥ E
∞[v(φx

π(k))], ∀x ∈ X \ Xr,

v(x) ≥ E
∞[w(φx

π(k))]− w(x), ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

(23)
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where c ≥ 0 is a user-defined value and ǫ′2 ∈ [0, 1], then

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ kǫ′2 +

k(k−1)c
2 .

PROOF. Following the proof of Proposition 13 we have
that

P
∞
(
∃j ∈ N.φx

π(jk) ∈ Xr | x ∈ X
)
≤ v(x).

Let
A = {π | ∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X}

and

Ai = {π | ∃j ∈ N.φx
π(jk + i) ∈ Xr | x ∈ X}.

Thus, A = ∪k−1
i=0 Ai and P

∞(A) ≤
∑k−1

i=0 P
∞(Ai).

Taking xi = φx
π(i) for i = 1, . . . , k − 1, we have that

P
∞
(
∃j ∈ N.φxi

π (jk) ∈ Xr | xi ∈ X
)
≤ v(xi),

which implies that

P
∞
(
∃j ∈ N.φx

π(jk + i) ∈ Xr | x ∈ X
)

= P
∞(Ai) ≤ E

∞[v(φx
π(i))].

Since v(x) + c ≥ E
∞[v(φx

π(1))], ∀x ∈ X , we have that

E
∞[v(φx

π(i))] ≤ v(x) + ic

for i = 1, . . . , k − 1.

Also, since v(x) ≤ ǫ′2, ∀x ∈ X0 and P
∞(A) ≤∑k−1

i=0 P
∞(Ai), we can obtain

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ kǫ′2 +

k(k − 1)c

2
.

The proof is completed. ✷

By setting ǫ′2 := 2ǫ2−k(k−1)c
2k in Proposition 14, we have

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ ǫ2 if constraint (23)

holds. Analogously, we can conclude that constraint (23)
is weaker, comparing to constraint (5).

Remark 5 In the set of constraints (23), the constraint

c+ v(x) ≥ E
∞[v(φx

π(1))], ∀x ∈ X

can be replaced with

E
∞[v(φx

π(1))]− αv(x) ≤ 0, ∀x ∈ X ,

where α ∈ (0,∞). Then, we will have the conclusion that

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ ǫ′2

1− αk

(1− α)

in Proposition 14. ✷

Remark 6 When c = 0 in (23), the constraint v(x) ≥
E
∞[v(φx

π(k))], ∀x ∈ X \Xr is redundant and thus can be
removed from (23). Furthermore, it is interesting to find
that when c = 0 and w(x) = 0 for x ∈ X , a function
v(x) satisfying (23) also satisfies (2), but we obtain a
conservative conclusion from Proposition 14, which is

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ kǫ′2

rather than

P
∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
≤ ǫ′2.

The following condition will remedy this issue using sys-
tem (13).

Proposition 15 Under Assumption 1, if there exist
bounded functions v(x) : X → R and w(x) : X → R

satisfying





v(x) ≤ ǫ′2, ∀x ∈ X0,

v(x) ≥ E
∞[v(φx

π(1))]− c, ∀x ∈ X \ Xr,

v(x) ≥ E
∞[v(φ̃x

π(k))], ∀x ∈ X ,

v(x) ≥ E
∞[w(φx

π(1))]− w(x), ∀x ∈ X \ Xr,

v(x) ≥ 1, ∀x ∈ Xr,

(24)

where c ≥ 0 is a user-defined value, ǫ′2 ∈ [0, 1] and φ̃x
π(·) :

N → X is the trajectory to system (13), then P
∞
(
∃i ∈

N.φx
π(i) ∈ Xr | x ∈ X0

)
≤ ǫ′2 +

(k−1)c
2 .

Its proof is presented in Appendix. ✷

5 Conclusion

In this paper we presented new sufficient conditions for
reachability verification over the infinite time horizon for
stochastic discrete-time dynamical systems based on re-
laxing the set of equations in [18]. These sufficient con-
ditions were shown to be weaker and more powerful in
reachability verification than existing ones.
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Appendix

The proof of Proposition 9:

PROOF. From (15), we have that

v(x) ≤
1

1 + λ
1Xr

(x) +
λ

1 + λ
E
∞[v(φ̂x

π(1))],

λ

1 + λ
E
∞[v(φ̂x

π(1))] ≤
λ

(1 + λ)2
E
∞[1Xr

(φ̂x
π(1))]

+
λ2

(1 + λ)2
E
∞[v(φ̂x

π(2))],

. . . ,

λm

(1 + λ)m
E
∞[v(φ̂x

π(m))] ≤
λm

(1 + λ)m+1
E
∞[1Xr

(φ̂x
π(m))]

+
λm+1

(1 + λ)m+1
E
∞[v(φ̂x

π(m+ 1))],

. . . .

Since E
∞[1Xr

(φ̂x
π(k))] = P

∞
(
∃i ∈ [0, k].φ̂x

π(i) ∈

Xr

)
, ∀k ∈ N (this can be assured according to the

fact that if φ̂x
π(i) ∈ Xr, φ̂x

π(j) ∈ Xr for j ≥ i), and

E
∞[1Xr

(φ̂x
π(i))] ≥ E

∞[1Xr
(φ̂x

π(j))] for i ≥ j, we can
obtain that for m ∈ N,

v(x) ≤
λm+1

(1 + λ)m+1
E
∞[v(φ̂x

π(m+ 1))]+

1

1 + λ

1− λm+1

(1+λ)m+1

1− λ
1+λ

P
∞
(
∃k ∈ N.φ̂x

π(k) ∈ Xr | x ∈ X0

)

and consequently, ǫ1 ≤ v(x) ≤ P
∞
(
∃k ∈ N.φ̂x

π(k) ∈

Xr | x ∈ X0

)
. ✷

The proof of Proposition 10:

10



PROOF. From (16), we have that

v(x) ≥
1

1 + λ
1Xr

(x) +
λ

1 + λ
E
∞[v(φ̂x

π(1))],

λ

1 + λ
E
∞[v(φ̂x

π(1))] ≥
λ

(1 + λ)2
E
∞[1Xr

(φ̂x
π(1))]

+
λ2

(1 + λ)2
E
∞[v(φ̂x

π(2))],

λ2

(1 + λ)2
E
∞[v(φ̂x

π(2))] ≥
λ2

(1 + λ)3
E
∞[1Xr

(φ̂x
π(2))]

+
λ3

(1 + λ)3
E
∞[v(φ̂x

π(3))],

. . . ,

λm

(1 + λ)m
E
∞[v(φ̂x

π(m))] ≥
λm

(1 + λ)m+1
E
∞[1Xr

(φ̂x
π(m))]

+
λm+1

(1 + λ)m+1
E
∞[v(φ̂x

π(m+ 1))],

. . . .

Thus, we can obtain that for m ≥ N ,

v(x) ≥
λm+1

(1 + λ)m+1
E
∞[v(φ̂x

π(m+ 1))]+

λN

(1 + λ)N+1

1− λm+1−N

(1+λ)m+1−N

1− λ
1+λ

×

P
∞
(
∃k ∈ [0, N ].φ̂x

π(k) ∈ Xr | x ∈ X0

)

and consequently,

(1 + λ)N

λN
ǫ′2 ≥

(1 + λ)N

λN
v(x)

≥ P
∞
(
∃k ∈ [0, N ].φ̂x

π(k) ∈ Xr | x ∈ X0

)
.

✷

The proof of Proposition 11:

PROOF. Assume x ∈ X0. According to (17), we have
that

v(x) ≥ 1Xr
(x),

α̃−1v(x) + β̃ ≥ E
∞[v(φ̂x

π(1))] ≥ E
∞[1Xr

(φ̂x
π(1))],

α̃−2v(x) + α̃−1β̃ + β̃ ≥ E
∞[v(φ̂x

π(2))] ≥ E
∞[1Xr

(φ̂x
π(2))],

. . . ,

α̃−Nv(x) + β̃

N−1∑

i=0

α̃−i ≥ E
∞[v(φ̂x

π(N))] ≥ E
∞[1Xr

(φ̂x
π(N))].

Therefore,

P = E
∞[1Xr

(φ̂x
π(N))] ≤ α̃−Nv(x) + β̃α̃

(1− α̃−N )

α̃− 1
.

Since v(x) ≤ ǫ′2 for x ∈ X0, we can obtain

P ≤ ǫ′2α̃
−N +

(1− α̃−N )α̃β̃

α̃− 1
.

If α = 1, we can obtain P ≤ ǫ′2 + β̃N . ✷

The proof of Proposition 12:

PROOF. From (19), we have that

v(x) ≥ (1 + α̃β̃ − α̃)1Xr
(x) + α̃E∞[v(φ̂x

π(1))]− α̃β̃,

α̃E∞[v(φ̂x
π(1))] ≥ α̃(1 + α̃β̃ − α̃)E∞[1Xr

(φ̂x
π(1))]

+ α̃2
E
∞[v(φ̂x

π(2))]− α̃2β̃,

α̃2
E
∞[v(φ̂x

π(2))] ≥ α̃2(1 + α̃β̃ − α̃)E∞[1Xr
(φ̂x

π(2))]

+ α̃3
E
∞[v(φ̂x

π(3))]− α̃3β̃,

. . . ,

α̃m
E
∞[v(φ̂x

π(m))] ≥ α̃m(1 + α̃β̃ − α̃)E∞[1Xr
(φ̂x

π(m))]

+ α̃m+1
E
∞[v(φ̂x

π(m+ 1))]− α̃m+1β̃.

Thus, we can obtain that for m ≥ N ,

v(x) ≥ α̃m+1
E
∞[v(φ̂x

π(m+ 1))]−
α̃β̃(1− α̃m+1)

1− α̃
+

α̃N (1 + α̃β̃ − α̃)
1− α̃m+1−N

1− α̃
×

P
∞
(
∃k ∈ [0, N ].φ̂x

π(k) ∈ Xr | x ∈ X
)
.

Also, since v(x) ≤ ǫ′2, ∀x ∈ X0, we have with m → ∞
that

P
∞
(
∃k ∈ [0, N ].φ̂x

π(k) ∈ Xr | x ∈ X0

)

≤
ǫ′2α̃

−N (1− α̃) + α̃β̃α̃−N

1 + α̃β̃ − α̃
.

✷

The proof of Proposition 15:

PROOF. From constraints v(x) ≥ E
∞[w(φx

π(1))] −
w(x), ∀x ∈ X \Xr and v(x) ≥ 1, ∀x ∈ Xr, we have that

v(x) ≥ 1Xr
(x) + E

∞[w(φ̃x
π(1))]− w(x), ∀x ∈ X ,

where φ̃x
π(·) : N → X is the trajectory to system (13).
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We further have that for m ∈ N,

v(x) ≥ 1Xr
(x) + E

∞[w(φ̃x
π(1))]− w(x),

v(x) + c ≥ E
∞[v(φ̃x

π(1))] ≥ E
∞[1Xr

(φ̃x
π(1))]

+ E
∞[w(φ̃x

π(2))]− w(φ̃x
π(1)),

. . . ,

v(x) + (k − 1)c ≥ E
∞[v(φ̃x

π(k − 1))]

≥ E
∞[1Xr

(φ̃x
π(k − 1))] + E

∞[w(φ̃x
π(k))]

− w(φ̃x
π(k − 1)),

v(x) ≥ E
∞[v(φ̃x

π(k))] ≥ E
∞[1Xr

(φ̃x
π(k))]

+ E
∞[w(φ̃x

π(k + 1))]− w(φ̃x
π(k)),

. . . ,

v(x) + (k − 1)c ≥ E
∞[v(φ̃x

π(mk − 1))]

≥ E
∞[1Xr

(φ̃x
π(mk − 1))] + E

∞[w(φ̃x
π(mk))]

− w(φ̃x
π(mk − 1)).

Consequently,

v(x) +
(k − 1)c

2
≥

E
∞[w(φ̃x

π(mk))]

mk
+

1Xr
(x) + . . .+ E

∞[1Xr
(φ̃x

π(mk − 1))]

mk
, ∀m ∈ N.

As m approaches infinity, we conclude

v(x) +
(k − 1)c

2
≥ P

∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X
)
.

Also, since v(x) ≤ ǫ′2 for x ∈ X0, we obtain

ǫ′2 +
(k − 1)c

2
≤ P

∞
(
∃i ∈ N.φx

π(i) ∈ Xr | x ∈ X0

)
.

The proof is completed. ✷
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