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Constraint-solving-based program invariant synthesis takes a parametric invariant template and encodes the

(inductive) invariant conditions into constraints. The problem of characterizing the set of all valid parameter

assignments is referred to as the strong invariant synthesis problem, while the problem of finding a concrete

valid parameter assignment is called the weak invariant synthesis problem. For both problems, the challenge

lies in solving or reducing the encoded constraints, which are generally non-convex and lack efficient solvers.

Consequently, existing works either rely on heuristic optimization techniques (such as bilinear matrix in-

equalities) or resort to general-purpose solvers (such as quantifier elimination), leading to a trade-off between

completeness and efficiency.

In this paper, we propose two novel algorithms for synthesizing invariants of polynomial programs using

semidefinite programming (SDP): (1) The Cluster algorithm targets the strong invariant synthesis problem

for polynomial invariant templates. Leveraging robust optimization techniques, it solves a series of SDP

relaxations and yields a sequence of increasingly precise under-approximations of the set of valid parameter

assignments. We prove the algorithm’s soundness, convergence, and weak completeness under a specific

robustness assumption on templates. Moreover, the outputs can simplify the weak invariant synthesis problem.

(2) The Mask algorithm addresses the weak invariant synthesis problem in scenarios where the aforementioned

robustness assumption does not hold, rendering the Cluster algorithm ineffective. It identifies a specific subclass

of invariant templates, termed masked templates, involving parameterized polynomial equalities and known

inequalities. By applying variable substitution, the algorithm transforms constraints into an equivalent form

amenable to SDP relaxations. Both algorithms have been implemented and demonstrated superior performance

compared to state-of-the-art methods in our empirical evaluation.

Additional Key Words and Phrases: program verification, invariant synthesis, sum-of-squares relaxations,

semidefinite programming

1 INTRODUCTION
The dominant approach to program verification is Floyd-Hoare-Naur’s inductive assertion method [27,

35, 66], which is based on Hoare logic [35]. The central concept of Hoare logic is the Hoare triple
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with the form

{𝑃}𝐶{𝑄},

where 𝐶 is a piece of program to be verified, 𝑃 is the precondition, and 𝑄 is the postcondition. The

program 𝐶 is said to be partially correct with respect to specifications 𝑃 and 𝑄 if, assuming the

precondition 𝑃 holds before executing 𝐶 and the program 𝐶 terminates, then the postcondition 𝑄

will hold upon the completion of 𝐶 .

In Hoare logic, an invariant is an assertion associated with a particular program location, and

it holds whenever the location is reached during program execution. An inductive invariant is a

specific type of invariant that satisfies the inductive property: If the assertion holds at a program

location, then it is preserved during subsequent visits to that location. The difference between

invariants and inductive invariants is discussed in detail in [78]. For the purpose of this paper,

we will solely focus on inductive invariants, and for simplicity, we will refer to them simply as

"invariants", unless otherwise stated.

Invariant generation stands as a crucial aspect of Hoare-style program verification. The effec-

tiveness of the verification process heavily relies on the ability to discover appropriate invariants

that accurately capture the behavior and properties of the program throughout its execution.

Though this has been shown to be undecidable in general [64], many efforts have been put into

this area, resulting in various invariant synthesis techniques, including approaches based on con-

straint solving (discussed below), recurrence analysis [40, 45], abstract interpretation [72, 74], Craig

interpolation [29, 54], machine learning [82, 91], and so on.

Constraint-solving-based invariant synthesis, also known as template-based invariant synthesis,

is promising and therefore prominent for discovering program invariants. The general workflow

of these methods can be summarized as follows: The algorithm takes a user-specified parametric

formula as input, encodes the invariant conditions into constraints, and attempts to reduce or solve

these constraints. The strong invariant synthesis problem aims to characterize the set of all valid

parameter assignments that satisfy the invariant conditions. This typically involves reducing the

initial constraints into new constraints solely on the parameters. In contrast, the weak invariant

synthesis problem seeks to find a single concrete invariant that satisfies the constraints. This usually

involves solving the constraints to identify a valid parameter assignment that defines a specific

invariant.

In this paper, we consider both the strong and the weak invariant synthesis problem for polyno-

mial programs over real-valued variables, where the invariant templates are given as conjunctions

of polynomial inequalities. In this setting, the conditions for a template to be an invariant can

be expressed as a first-order logic formula. It is worth noting that if both the program and the

specifications (precondition and postcondition) are polynomial, the truth of the formula is decidable,

as per Tarski’s theorem [83]. For the weak invariant synthesis problem, one major approach is to

use Putinar’s Positivstellensatz (see Thm. 1) to transform the invariant conditions into constraints

containing sum-of-squares (SOS) polynomials, i.e., bilinear matrix inequalities (BMI). However,

solving the resulting constraints is still NP-hard [11, 84], and hence existing works mostly rely

on general-purpose solvers for non-linear real arithmetic [14, 30, 90] or heuristic strengthening

strategies [1, 18, 56] to tackle them. For the strong invariant synthesis problem, only a general

doubly exponential upper bound based on quantifier elimination is known [43].

Contributions. We propose two novel SDP-based approaches for the invariant synthesis prob-

lem of polynomial programs over real-valued variables. This shows that, by carefully encoding,

the original invariant synthesis problem can be transformed into convex optimization problems

amenable to numerical solvers.

ACM Trans. Program. Lang. Syst., Vol. 1, No. 1, Article . Publication date: December 2021.



Synthesizing Invariants for Polynomial Programs by Semidefinite Programming 3

The Cluster algorithm (Sect. 3 and Sect. 4) tackles the strong invariant synthesis problem for

invariant templates expressed as conjunctions of parameterized polynomial inequalities. To char-

acterize the set of valid assignments of parameters 𝒂, called the valid set, we employ Lasserre’s

technique [51] to construct a series of SOS relaxations of the invariant conditions. Notably, our en-

coding of SOS relaxations can be solved as SDPs, which is not the case as in [14, 30]. For any 𝐷 ∈ N,
our Cluster algorithm produces a series of under-approximations 𝑅𝐼 ,1, 𝑅𝐼 ,2, . . . , 𝑅𝐼 ,𝐷 of the valid set.

For each 𝑑 such that 1 ≤ 𝑑 ≤ 𝐷 , the 𝑑th under-approximation is defined by 𝑅𝐼 ,𝑑 = {𝒂 | ℎ𝑑 (𝒂) ≤ 0},
where ℎ𝑑 (𝒂) is a polynomial of degree at most 𝑑 . As 𝐷 goes to infinity, the sequence of under-

approximations converges to the valid set. Furthermore, under the robustness assumption that the

valid set has an interior point, we establish a semi-completeness result: for sufficiently large 𝐷 , the

Cluster algorithm will produce a non-empty under-approximation 𝑅𝐼 ,𝑑 of the valid set for some

1 ≤ 𝑑 ≤ 𝐷 . In such cases, the weak invariant synthesis problem reduces to solving ℎ𝑑 (𝒂) ≤ 0.

The Mask algorithm (Sect. 5) is designed for the weak invariant synthesis problem in scenarios

where the Cluster algorithm fails due to the violation of the robustness assumption. Such scenarios

often arise when the invariant templates include equalities. The Mask algorithm focuses on masked

templates, a specific subclass of invariant templates containing parameterized polynomial equalities

and known inequalities. By using variable substitution, the Mask algorithm transforms the invariant

conditions into constraints that again allow for a hierarchy of SDP relaxations.

The two algorithms have been implemented and tested on two sets of benchmarks, depending

on whether the invariant templates include equalities. Compared with state-of-the-art constraint-

solving-based and learning-based methods, both of our approaches demonstrate advantages in

terms of effectiveness and efficiency.

Structure. The rest of this paper is organized as follows: In Sect. 2, we introduce basic notions

and algebraic tools that will be used. Sect. 3 explains Lasserre’s technique and proposes the Cluster

algorithm. Sect. 4 discusses additional extensions to enhance the expressiveness of the algorithm.

Sect. 5 introduces the definition of masked templates and presents the Mask algorithm. We report

the experimental results in Sect. 6 and discuss related work in Sect. 7. Finally, Sect. 8 concludes the

paper.

2 PRELIMINARIES
In the following, we first fix the notation used throughout the rest of this paper. In Sect. 2.1, we

formally define the invariant synthesis problems of interest. In Sect. 2.2, we give a brief introduction

to SOS relaxations, which serves as the fundamental technique in our algorithms.

Basic Notations. The following basic notions will be used. Let R and N denote the set of real

numbers and the set of natural numbers, respectively. We use boldface letters to denote vectors (such

as 𝒙), vector-valued functions (such as 𝒇 (𝒙)), and vector of constants (such as 0). The comparison

between vectors is element-wise. Given a function 𝑓 : R𝑛 → R, the 0-sublevel set of 𝑓 is the

set {𝒙 ∈ R𝑛 | 𝑓 (𝒙) ≤ 0}. For a vector 𝒙 = (𝑥1, . . . , 𝑥𝑛) ∈ R𝑛 , we use ∥𝒙 ∥1 =
∑𝑛

𝑖=1 |𝑥𝑖 | and
∥𝒙 ∥2 =

√︃∑𝑛
𝑖=1 𝑥

2

𝑖
to denote its 𝑙1-norm and 𝑙2-norm, respectively. We say 𝒙0 ∈ R𝑛 is an interior

point of a set 𝑆 ⊆ R𝑛 if there exists 𝜖 > 0 such that 𝒙 ∈ 𝑆 for all 𝒙 satisfying ∥𝒙 − 𝒙0∥2 ≤ 𝜖 . We use

𝜇 to denote the Lebesgue measure. Given a hyper-rectangle 𝐶 = [𝑎1, 𝑏1] × · · · × [𝑎𝑛, 𝑏𝑛] ∈ R𝑛 with

−∞ < 𝑎𝑖 < 𝑏𝑖 < ∞, the volume of 𝐶 is 𝜇 (𝐶) = ∏𝑛
𝑖=1 (𝑏𝑖 − 𝑎𝑖 ).

We will also use the following notations from real algebraic geometry. Let 𝒙 = (𝑥1, . . . , 𝑥𝑛)
denote a vector of variables in R𝑛 . R[𝒙] denotes the ring of polynomials in variables 𝒙 , and R𝑑 [𝒙]
denotes the set of polynomials of degree less than or equal to 𝑑 in variables 𝒙 , where 𝑑 ∈ N. For
convenience, we do not explicitly distinguish a polynomial 𝑝 ∈ R[𝒙] and the function 𝑝 (𝒙) it
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introduces. A basic semialgebraic set K ⊆ R𝑛 is of the form {𝒙 ∈ R𝑛 | 𝑝1 (𝒙) ⋄ 0, . . . , 𝑝𝑚 (𝒙) ⋄ 0},
where 𝑝𝑖 (𝒙) ∈ R[𝒙] and each ⋄ can be one of {<, ≤,=, ≥, >}. A basic closed semialgebraic set is

of the form {𝒙 ∈ R𝑛 | 𝑝1 (𝒙) ≥ 0, . . . , 𝑝𝑚 (𝒙) ≥ 0}. A semialgebraic set is of the form

⋃𝑛
𝑖=1K𝑖 ,

where each K𝑖 is a basic semialgebraic set. We say a polynomial 𝑝 (𝒙) is non-negative (resp. strictly
positive) over K if 𝑝 (𝒙) ≥ 0 (resp. 𝑝 (𝒙) > 0) for all 𝒙 ∈ K .

2.1 Problem Formulation
Program Model. In this paper, we focus on synthesizing invariants for loops of the form in Code 1.

In Sect. 4.1, we will discuss how to handle nested loops.

Code 1 The Program Model

// Program variables: 𝒙 ∈ R𝑛
// Precondition: Pre = {𝒙 | 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0}
while (𝒈(𝒙) ≤ 0) {

case (𝒄1 (𝒙) ≤ 0) : 𝒙 ← 𝒇1 (𝒙);
case (𝒄2 (𝒙) ≤ 0) : 𝒙 ← 𝒇2 (𝒙);
· · ·
case (𝒄𝑘 (𝒙) ≤ 0) : 𝒙 ← 𝒇𝑘 (𝒙);

}
// Postcondition: Post = {𝒙 | 𝒒𝑝𝑜𝑠𝑡 (𝒙) ≤ 0}

In our program model, program variables 𝒙 ∈ R𝑛 are assumed to take real values. The loop

consists of a loop guard 𝒈(𝒙) ≤ 0 and a switch-case loop body, where each branch contains a branch
conditional 𝒄𝑖 (𝒙) ≤ 0 and an assignment statement 𝒙 = 𝒇𝑖 (𝒙) for 𝑖 = 1, . . . , 𝑘 . Here, we require that

𝒈(𝒙), 𝒄𝑖 (𝒙),𝒇𝑖 (𝒙) are all (vectors of) polynomials. The branch conditionals 𝒄𝑖 (𝒙) ≤ 0 are tested

in parallel. This means that if more than one branch conditionals are satisfied, the program will

nondeterministically choose a satisfied branch.

The goal is to prove the correctness of the program, i.e., for any state satisfying the precondition

(𝒙 ∈ Pre), if the loop terminates, the final state must satisfy the postcondition (𝒙 ∈ Post). Here

Pre and Post are basic semialgebraic sets defined by polynomial inequalities 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0 and

𝒒𝑝𝑜𝑠𝑡 (𝒙) ≤ 0, respectively.
We make one assumption in our model: Throughout the execution of the program, the program

state 𝒙 remains within a known hyper-rectangle 𝐶𝒙 ⊆ R𝑛 . In our algorithms, we consider 𝐶𝒙 to be

of the form {𝒙 ∈ R𝑛 | 𝑥2
1
− 𝑁 2 ≤ 0, . . . , 𝑥2𝑛 − 𝑁 2 ≤ 0} = [−𝑁, 𝑁 ]𝑛 , where 𝑁 ∈ N is a constant.

This assumption is a technical assumption corresponding to the Archimedean condition in

Putinar’s Positivstellensatz (later Thm. 1). In most cases, many real-world programs have natural

bounds for program variables. Additionally, in practical programming languages like C, variables
are typically assigned types and have known value ranges. Therefore, the assumption is often

reasonable. In later Remark 1, we will explain that why this assumption is not essential and how to

remove it. Moreover, our algorithms remain sound even without this assumption, which is similar

to other works based on Putinar’s Positivstellensatz [1, 14, 30].

Invariant Synthesis Problem. The formal definition of loop invariants is formulated as follows:
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Definition 1 (Invariant). Inv ⊆ R𝑛 is an invariant of the program in Code 1 if it satisfies the

following three conditions, also called the invariant conditions:

𝒙 ∈ Pre =⇒ 𝒙 ∈ Inv, (Initial Cond.)

𝒙 ∈ Inv ∧ 𝒈(𝒙) ≤ 0 ∧ 𝒄𝑖 (𝒙) ≤ 0 =⇒ 𝒇𝑖 (𝒙) ∈ Inv, for 𝑖 = 1, . . . , 𝑘 (Inductive Cond.)

𝒙 ∈ Inv ∧ ¬(𝒈(𝒙) ≤ 0) =⇒ 𝒙 ∈ Post (Saturation Cond.)

The existence of an invariant implies the correctness of the loop. However, directly searching for

a satisfactory Inv within the entire space of all subsets of R𝑛 could be challenging. To address this

issue, one common approach is to impose constraints on the invariants Inv to adhere to specific

types of parametric formulas. For explanation, we primarily focus on polynomial templates, which

are defined as follows. The extension to basic semialgebraic templates (defined in Sect. 4.2) is

straightforward.

Definition 2 (Polynomial Template). A polynomial template is a polynomial 𝐼 (𝒂, 𝒙) ∈ R[𝒂, 𝒙]
defined over 𝐶𝒂 ×𝐶𝒙 , where 𝐶𝒂 ⊆ R𝑛

′
is a hyper-rectangle and 𝒂 = (𝑎1, 𝑎2, . . . , 𝑎𝑛′ ) ∈ 𝐶𝒂 are referred

to as parameters. Given a parameter assignment 𝒂0 ∈ 𝐶𝒂 , the instantiation of the invariant Inv w.r.t.

𝒂0 is the set {𝒙 ∈ 𝐶𝒙 | 𝐼 (𝒂0, 𝒙) ≤ 0}, where 𝐶𝒙 = [−𝑁, 𝑁 ]𝑛 for some user-defined 𝑁 ∈ N.

The reason for the assumption 𝒂 ∈ 𝐶𝒂 is similar to that of 𝒙 . However, when 𝐼 (𝒂, 𝒙) is linear
in 𝒂 as in Eq. (6), we can take 𝐶𝒂 to be [−1, 1]𝑛′ without loss of generality. This is because the
parameters 𝒂 can be scaled by any positive constant without changing the invariant candidate they

define.

When a polynomial template 𝐼 (𝒂, 𝒙) is fixed, the invariant conditions can be expressed as

constraints in first-order logic:

∀𝒙 ∈ 𝐶𝒙 . 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0 =⇒ 𝐼 (𝒂, 𝒙) ≤ 0, (1)

∀𝒙 ∈ 𝐶𝒙 . 𝐼 (𝒂, 𝒙) ≤ 0 ∧ 𝒈(𝒙) ≤ 0 ∧ 𝒄𝑖 (𝒙) ≤ 0 =⇒ 𝐼 (𝒂,𝒇𝑖 (𝒙)) ≤ 0, 𝑖 = 1, . . . , 𝑘, (2)

∀𝒙 ∈ 𝐶𝒙 . 𝐼 (𝒂, 𝒙) ≤ 0 ∧ ¬(𝒈(𝒙) ≤ 0) =⇒ 𝒒𝑝𝑜𝑠𝑡 (𝒙) ≤ 0. (3)

Definition 3 (Valid and Valid Set). Given a program as presented in Code 1 and a polynomial

template 𝐼 (𝒂, 𝒙) ∈ R[𝒂, 𝒙], a parameter assignment 𝒂0 ∈ 𝐶𝒂 is valid if it satisfies constraints (1)-(3),

meaning that the set {𝒙 | 𝐼 (𝒂0, 𝒙) ≤ 0} is an invariant of the program. The valid set, denoted by 𝑅𝐼 ,

represents the collection of all valid parameter assignments for the polynomial template 𝐼 (𝒂, 𝒙).

Given a polynomial template for Code. 1, we are interested in two problems:

(1) The weak invariant synthesis problem asks for an invariant satisfying the template, i.e.,

finding a valid parameter assignment 𝒂0 ∈ 𝐶𝒂 .

(2) The strong invariant synthesis problem [14] asks for a characterization of all possible

invariants satisfying the template, i.e., characterizing the valid set 𝑅𝐼 .

2.2 SOS Relaxations
The SOS relaxation is a well-established technique in polynomial optimization. Its basic idea is to

approximate a non-convex polynomial optimization problem by a sequence of convex optimization

problems. In this part, we introduce necessary concepts related to this technique and demonstrate

a typical application. For more comprehensive technical details, please refer to [50, 60].

Putinar’s Representation Theorem. A polynomial 𝑝 (𝒙) ∈ R[𝒙] is said to be an SOS polynomial

if it can be expressed as 𝑝 (𝒙) = ∑𝑚
𝑖=1 𝑝𝑖 (𝒙)2, where 𝑝𝑖 (𝒙) ∈ R[𝒙] and𝑚 ∈ N. Similar to R[𝒙] and

R𝑑 [𝒙], we use Σ[𝒙] and Σ𝑑 [𝒙] to denote the set of SOS polynomials and the set of SOS polynomials
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of degree less than or equal to 𝑑 in variables 𝒙 , respectively. Since the degree of an SOS polynomial

must be even, we have Σ2𝑑 [𝒙] = Σ2𝑑+1 [𝒙] for any 𝑑 ∈ N.

Definition 4 (Quadratic Module [60]). A subset Q of R[𝒙] is called a quadratic module if it

contains 1 and is closed under addition and multiplication with squares, i.e.,

1 ∈ Q, Q + Q ⊆ Q, and 𝑝2Q ⊆ Q for all 𝑝 ∈ R[𝒙] .

Given a vector of polynomials

𝒑(𝒙) =
(
𝑝1 (𝒙), . . . , 𝑝𝑚 (𝒙)

)
, (4)

and let K be the basic closed semialgebraic set defined by 𝒑(𝒙) ≥ 0, i.e.,

K =
{
𝒙 ∈ R𝑛

�� 𝑝1 (𝒙) ≥ 0, . . . , 𝑝𝑚 (𝒙) ≥ 0

}
(5)

we define the quadratic module generated by 𝒑 as follows:

Definition 5. Let 𝒑(𝒙) be defined as above, we denote by Q(𝒑) the smallest quadratic module

generated by polynomials in 𝒑, i.e.,

Q(𝒑) =
{
𝜎0 +

𝑚∑︁
𝑖=1

𝜎𝑖𝑝𝑖

���� 𝜎𝑖 ∈ Σ[𝒙]} .
Furthermore, a quadratic moduleQ(𝒑) is called Archimedean, or satisfies the Archimedean condition,

if 𝑁 − ∥𝒙 ∥2
2
∈ Q(𝒑) for some constant 𝑁 ∈ N.

Since SOS polynomials in Σ[𝒙] are non-negative over R𝑛 , it is easy to see that the following

lemma holds.

Lemma 1. Given 𝒑(𝒙) andK as defined in Eq. (4) and Eq. (5), respectively. If a polynomial 𝑓 ∈ Q(𝒑),
then 𝑓 (𝒙) is non-negative over K .

By Lem. 1, the Archimedean condition 𝑁 − ∥𝒙 ∥2
2
= 𝑁 −∑𝑛

𝑖=1 𝑥
2

𝑖 ≥ 0 over K implies that K is

bounded. On the other hand, if K is known to be bounded in a 𝑛-dimensional ball {𝒙 ∈ R𝑛 | 𝑁 −
∥𝒙 ∥2

2
≥ 0} for some 𝑁 ∈ N, we can introduce a redundant polynomial 𝑝𝑚+1 = 𝑁 − ∥𝒙 ∥2

2
and denote

𝒑′ (𝒙) =
(
𝑝1 (𝒙), . . . , 𝑝𝑚 (𝒙), 𝑝𝑚+1 (𝒙)

)
, then Q(𝒑′) is Archimedean. Therefore, the Archimedean

condition can be intuitively interpreted as compactness, i.e., being closed and bounded.

Now, we present an important representation theorem in real algebraic geometry, called Putinar’s

Positivstellensatz [70], which provides a characterization of polynomials that are locally positive

over a compact basic closed semialgebraic set. For convenience, we use the formulation in [50].

Theorem 1 (Putinar’s Positivstellensatz [50, Thm. 2.14]). Given 𝒑(𝒙) and K as defined in

Eq. (4) and Eq. (5), respectively. If Q(𝒑) is Archimedean and a polynomial 𝑓 ∈ R[𝒙] is strictly positive
over K , then 𝑓 ∈ Q(𝒑).

Remark 1. When the Archimedean condition is violated (e.g., K is unbounded), we need to resort to

variants of Thm. 1, such as the homogenization formulation [39] and Putinar–Vasilescu Positivstel-

lensatz [59]. For example, the homogenization formulation has been applied in invariant generation

for continuous-time dynamical systems [88] and Craig interpolation synthesis [89], a logic inference

technique very related to invariant generation. While these extensions allow handling unbounded

domains, they come at the cost of increased complexity in the resulting constraints. Nevertheless, these

constraints can still be efficiently solved (as SDP, introduced later). To maintain focus on the core

technique presented in this paper, we will limit our study to the scenario where program variables are

bounded. Moreover, our algorithms remain sound even when this condition is violated.
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SOS Relaxations. We demonstrate the use of Thm. 1 on a typical template-based synthesis problem.

Let 𝑙 (𝒂, 𝒙) be a parameterized polynomial that is linear in parameters 𝒂. For example, one can

consider 𝑙 (𝒂, 𝒙) to be a polynomial template of degree 𝑑 in variable 𝒙 and the parameters 𝒂 represent
the unknown coefficients, i.e.,

𝑙 (𝒂, 𝒙) =
∑︁
∥𝜷 ∥1≤𝑑

𝒂𝜷𝒙
𝜷 . (6)

where 𝜷 = (𝛽1, . . . , 𝛽𝑛) ∈ N𝑛 are exponents such that ∥𝜷 ∥1 =
∑𝑛

𝑗=1 𝛽 𝑗 ≤ 𝑑 . For example, when

𝒙 = (𝑥1, 𝑥2), a template could be 𝑙 (𝒂, 𝒙) = 𝑎1𝑥
2

1
+ 𝑎2𝑥1𝑥2 + 𝑎3𝑥22 + 𝑎4𝑥1 + 𝑎5𝑥2 + 𝑎6, which represents

any polynomial in (𝑥1, 𝑥2) of degree not exceeding 2.
Suppose we want to find a valid parameter assignment 𝒂0 such that 𝑙 (𝒂0, 𝒙) ≤ 0 over the compact

basic closed semialgebraic set K defined by polynomials {𝑝1, . . . , 𝑝𝑚} as in Eq. (5), the problem can

be formalized as follows:

find 𝒂

𝑠 .𝑡 . ∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒙) ≥ 0 =⇒ 𝑙 (𝒂, 𝒙) ≤ 0.
(7)

SinceK is bounded, we can assume that the quadratic moduleQ(𝒑) is Archimedean. By applying

Thm. 1, one can construct the following program:

inf 𝛾

s.t. 𝛾 − 𝑙 (𝒂, 𝒙) = 𝜎0 (𝒙) +
𝑚∑︁
𝑖=1

𝜎𝑖 (𝒙) · 𝑝𝑖 (𝒙),

𝜎0 ∈ Σ[𝒙], 𝜎𝑖 ∈ Σ[𝒙], for 𝑖 = 1, . . . ,𝑚,

(8)

where 𝛾 is a newly introduced variable serving as an upper bound of 𝑙 (𝒂, 𝒙) over K . Let 𝛾∗ denote
the optimal value of Eq. (8). The relation between Eq. (7) and Eq. (8) is stated by the following two

theorems.

Theorem 2 (Soundness). If 𝛾∗ < 0 or the infimum 𝛾∗ = 0 is attainable in Eq. (8), then Eq. (7) is

feasible.

Proof. Using the assumption, there must exist a feasible solution 𝛾0 ≤ 0 and 𝒂0 such that the

constraint in Eq. (8) holds. By Lem. 1, we have 𝛾0 − 𝑙 (𝒂0, 𝒙) ≥ 0 when 𝒙 ∈ K . Therefore, 𝒂0 is a
solution to Eq. (7). □

Theorem 3 (Semi-completeness). If Eq. (7) is feasible, then 𝛾∗ ≤ 0 in Eq. (8).

Proof. If Eq. (7) is feasible, let 𝒂0 be one feasible solution, then we know 𝛾 − 𝑙 (𝒂0, 𝒙) > 0 over

𝒙 ∈ K for any 𝛾 > 0,. By Thm. 1, there exist SOS polynomials 𝜎𝑖 for 0 ≤ 𝑖 ≤ 𝑚 such that the

constraint in Eq. (8) holds for any 𝛾 > 0. Hence, the infimum 𝛾∗ ≤ 0. □

In [69], Parrilo showed that Eq. (8) can be approximated by solving a series of its relaxations.

The idea is to impose restrictions on the highest degree of involved polynomials in the constraints.

Recall that 𝑑 is the degree of 𝑙 (𝒂, 𝒙) in variable 𝒙 . Given a relaxation order 𝑑𝑟 ∈ N with 2𝑑𝑟 ≥
max{𝑑, deg(𝑝1), . . . , deg(𝑝𝑚)}, we set the degrees of the unknown SOS polynomials appropriately

such that the maximum degree of polynomials involved in Eq. (8) equals 2𝑑𝑟 . The resulting program
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is referred to as the 𝑑𝑟 -th SOS relaxation of Eq. (8):

min 𝛾

s.t. 𝛾 − 𝑙 (𝒂, 𝒙) = 𝜎0 (𝒙) +
𝑚∑︁
𝑖=1

𝜎𝑖 (𝒙) · 𝑝𝑖 (𝒙),

𝜎0 ∈ Σ2𝑑𝑟 [𝒙], 𝜎𝑖 ∈ Σ2⌊ 2𝑑𝑟 −deg(𝑝𝑖 )
2

⌋ [𝒙], for 𝑖 = 1, . . . ,𝑚,

(9)

where ⌊·⌋ returns the largest integer less than or equal to the argument. As the relaxation order 𝑑𝑟
increases and approaches infinity, the optimal value of Eq. (9) converges to the optimal value

of Eq. (8) [49]. In other words, the series of SOS relaxations yields progressively more accurate

approximations of the original problem Eq. (7). One distinct advantage of Eq. (9) is that it can be

solved as an SDP.

Remark 2. Whether the infimum 𝛾∗ is attainable in Thm. 2 depends on whether the solutions

of the SOS relaxations Eq. (9) converge in finitely many steps. Hence, this is also referred to as the

finite convergence property. [67, Thm. 1.1] shows that this property is decidable by checking that the

constraints are not in some pathological forms, which generally holds. In practice, since we only deal

with SOS relaxations, we do not need to consider this problem and treat it as a technical assumption.

SDP Translation. Let 𝑆𝑛 denote the set of symmetric 𝑛 × 𝑛 real matrices. A matrix 𝑋 ∈ 𝑆𝑛 is

positive semidefinite if all its eigenvalues are nonnegative, denoted by 𝑋 ⪰ 0.

Definition 6 (Standard Form SDP [13, Sec. 4.6.2]). A standard form SDP has linear equality

constraints and a matrix nonnegativity constraint on the variable 𝑋 ∈ 𝑆𝑛 :
min tr(𝐶𝑋 )
𝑠 .𝑡 . tr(𝐴𝑖𝑋 ) = 𝑏𝑖 , 𝑖 = 1, . . . , 𝑘

𝑋 ⪰ 0.
(10)

where 𝐶,𝐴1, . . . , 𝐴𝑘 ∈ 𝑆𝑛 for some 𝑘 ∈ N, and tr(·) is the trace operator, i.e., tr(𝐶𝑋 ) = ∑𝑛
𝑖,𝑗=1𝐶𝑖 𝑗𝑋 𝑗𝑖 .

Letm𝑑 (𝒙) be a column vector with all monomials in 𝒙 ∈ R𝑛 of degree up to 𝑑 . For example, when

𝒙 = (𝑥1, 𝑥2), m2 (𝒙) = (1, 𝑥1, 𝑥2, 𝑥21, 𝑥1𝑥2, 𝑥22). Any polynomial 𝑝 (𝒙) ∈ R2𝑑 [𝒙] can be represented by

𝑝 (𝒙) = m⊤
𝑑
(𝒙)𝐶𝑝m𝑑 (𝒙),

where m⊤
𝑑
(𝒙) is the transpose of m𝑑 (𝒙) and 𝐶𝑝 ∈ 𝑆(𝑛+𝑑𝑑 ) is called the Gram matrix of 𝑝 . An

important theorem states that a polynomial 𝑝 is an SOS polynomial if and only if its Gram matrix

is positive semidefinite, i.e., 𝐶𝑝 ⪰ 0 [50, Prop. 2.1].
For each relaxation order 𝑑𝑟 ∈ N, Eq. (9) can be translated into an equivalent SDP:

min 𝛾

𝑠.𝑡 . 𝐶𝛾−𝑙 (𝒂,𝒙 ) = 𝐶𝜎0 +
𝑚∑︁
𝑖=1

𝐶𝜎𝑖 ·𝑝𝑖

diag(𝐶𝜎0 ,𝐶𝜎1 , . . . ,𝐶𝜎𝑚 ) ⪰ 0

(11)

where𝐶𝜎𝑖 ·𝑝𝑖 denotes theGrammatrix of the product𝜎𝑖 ·𝑝𝑖 for 𝑖 = 1, . . . ,𝑚, and diag(𝐶𝜎0 ,𝐶𝜎1 , . . . ,𝐶𝜎𝑚 )
is a block-diagonal matrix. One can check that Eq. (11) conforms to the standard form of SDP in

Def. 6.

Roughly speaking, the complexity for solving Eq. (11) depends on the maximum size of Gram

matrices𝐶𝜎𝑖 , which is at most

(
𝑛+𝑑𝑟
𝑛

)
×
(
𝑛+𝑑𝑟
𝑛

)
[76]. Note that

(
𝑛+𝑑𝑟
𝑛

)
is a polynomial in 𝑛 for a fixed 𝑑𝑟

and vice versa, but is not a polynomial in both 𝑛 and 𝑑𝑟 . Since an SDP can be solved in polynomial
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time, for example, by interior point methods [13], the complexity for solving Eq. (9) is polynomial

in

(
𝑛+𝑑𝑟
𝑛

)
.

In the following remark, we briefly explain the difficulty in applying Thm. 1 to the above problems.

Remark 3. Let 𝐼 (𝒂, 𝒙) be a polynomial template that is linear in the parameters 𝒂. For the invariant
condition Eq. (1), since the parameters 𝒂 occur after the implication symbol, the SOS relaxations of

Eq. (1) can still be translated to SDP, similar to Eq. (7). However, Eq. (2) and Eq. (3) cannot be handled

in the same manner as the parameters 𝒂 occur before the implication symbol. In other words, solving

Eq. (2) and Eq. (3) requires one to solve a program of the following form:

find 𝒂

𝑠 .𝑡 . ∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒ 𝑙 (𝒂, 𝒙) ≤ 0,
(12)

where 𝑝𝑖 (𝒂, 𝒙), 𝑙 (𝒂, 𝒙) ∈ R[𝒂, 𝒙].
Obviously, Eq. (12) is a generalization of Eq. (7), allowing polynomials 𝑝𝑖 to contain unknown

parameters 𝒂. Unfortunately, Eq. (12) is much harder to solve. To see this, we apply Thm. 1 to transform

it into a program involving SOS polynomials, assuming the Archimedean condition:

min 𝛾

s.t. 𝛾 − 𝑙 (𝒂, 𝒙) = 𝜎0 (𝒙) +
𝑚∑︁
𝑖=1

𝜎𝑖 (𝒙) · 𝑝𝑖 (𝒂, 𝒙),

𝜎0 ∈ Σ[𝒙], 𝜎𝑖 ∈ Σ[𝒙], for 𝑖 = 1, . . . ,𝑚,

(13)

where the decision variables are parameters 𝒂 and the unknown coefficients in SOS polynomials 𝜎𝑖 , for

𝑖 = 0, . . . ,𝑚. Similarly, by restricting the highest degree of involved polynomials in constraints, we

obtain a series of SOS relaxations of the above program.

However, the resulting SOS relaxations of Eq. (13) can not be translated into SDPs because the Gram

matrices of the products 𝜎𝑖 (𝒙) · 𝑝𝑖 (𝒂, 𝒙) contain bilinear terms arising from the product of unknown

coefficients in 𝜎𝑖 and parameters 𝒂. These constraints, known as bilinear matrix inequalities (BMIs) in

optimization theory, are incompatible with the linear matrix inequalities (LMIs) allowed in SDPs. As

shown in [84] and [11], solving general BMI optimization problems is NP-hard. In [14] and [30], the

constraints are further encoded into quadratic programming by applying Cholesky decomposition [31]

to Gram matrices of SOS polynomials. However, solving non-convex quadratic programming is still

NP-hard [77].

3 SYNTHESIZING STRONG INVARIANTS FROM POLYNOMIAL TEMPLATES
In this section, we propose the Cluster algorithm to give an approximate solution to the strong

invariant synthesis problem. To this end, we leverage Lasserre’s technique from [51] to construct a

series of SOS relaxations for under-approximating the valid set 𝑅𝐼 . By solving these relaxations as

SDPs, we obtain a sequence of polynomials ℎ𝑑 (𝒂) for 𝑑 ∈ N whose 0-sublevel sets are subsets of 𝑅𝐼 .

Furthermore, we show that these under-approximations possess desirable properties, including

soundness, convergence, and semi-completeness. Moreover, these under-approximations can be

utilized to simplify the weak invariant synthesis problem, which reduces to finding a solution to

ℎ𝑑 (𝒂) ≤ 0 over 𝒂 ∈ 𝐶𝒂 .

3.1 Lasserre’s Technique
In this part, we demonstrate how to apply Lasserre’s technique [51] to deal with Eq. (12). Instead of

attempting to find a valid assignment of 𝒂 ∈ 𝐶𝒂 , our objective is to under-approximate the set of
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valid assignments of 𝒂, denoted by

𝑅 =

{
𝒂 ∈ 𝐶𝒂

���� ∀𝒙 . 𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒ 𝑙 (𝒂, 𝒙) ≤ 0

}
, (14)

where 𝑝𝑖 (𝒂, 𝒙), 𝑙 (𝒂, 𝒙) ∈ R[𝒂, 𝒙]. We assume that variables 𝒙 and parameters 𝒂 are both bounded

within some predefined hyper-rectangles 𝐶𝒙 and 𝐶𝒂 , respectively. Without loss of generality, we

can further assume that 𝑝𝑖 (𝒂, 𝒙) include those polynomials that define 𝐶𝒙 and 𝐶𝒂 , ensuring that

Q(𝑝1, . . . , 𝑝𝑚) is Archimedean.

Let K𝒂 = {𝒙 ∈ 𝐶𝒙 |
∧𝑚

𝑖=1 𝑝𝑖 (𝒂, 𝒙) ≥ 0} be a basic closed semialgebraic set parameterized by 𝒂.
When K𝒂 is non-empty for every 𝒂 ∈ 𝐶𝒂 , we can express 𝑅 as

𝑅 = {𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) ≤ 0}, (15)

where 𝐽 (𝒂) = sup𝒙∈K𝒂
𝑙 (𝒂, 𝒙).

Therefore, if we can find a function ℎ(𝒂) such that ℎ(𝒂) ≥ 𝐽 (𝒂) for all 𝒂 ∈ 𝐶𝒂 , then the 0-sublevel

set of ℎ(𝒂) serves as an under-approximation of 𝑅, i.e.,

{𝒂 ∈ 𝐶𝒂 | ℎ(𝒂) ≤ 0} ⊆ {𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) ≤ 0} = 𝑅. (16)

Now the problem boils down to finding such a function ℎ(𝒂). Ideally, we would like ℎ(𝒂) to be a

simple expression that closely approximates 𝐽 (𝒂). Fortunately, according to the following Lem. 2

and Thm. 4, we can restrict our search to polynomials for ℎ(𝒂).
Lemma 2. [51, Lem. 1] The function 𝐽 as defined in Eq. (15) is upper semi-continuous, i.e., for all

𝒂0 ∈ 𝐶𝒂 , we have

lim sup

𝒂→𝒂0

𝐽 (𝒂) ≤ 𝐽 (𝒂0). (17)

Theorem 4. [51, Thm. 1] Let 𝐶𝒂 ⊂ R𝑛
′
be a compact set and 𝐽 (𝒂) : 𝐶𝒂 → R be a bounded and

upper semi-continuous function. Then there exists a sequence of polynomials {ℎ𝑖 (𝒂) | 𝑖 ∈ N} ⊂ R[𝒂]
such that ℎ𝑖 (𝒂) ≥ 𝐽 (𝒂) over 𝒂 ∈ 𝐶𝒂 for all 𝑖 ∈ N and

lim

𝑖→∞

∫
𝐶𝒂

|ℎ𝑖 (𝒂) − 𝐽 (𝒂) |d𝒂 = 0. (18)

In what follows, we show how to compute such a polynomial ℎ(𝒂) by employing SOS relaxations.

First, using the definition of 𝐽 (𝒂), we have ℎ(𝒂) − 𝐽 (𝒂) ≥ 0 over 𝒂 ∈ 𝐶𝒂 if and only if

∀(𝒂, 𝒙) ∈ 𝐶𝒂 × K𝒂 . ℎ(𝒂) − 𝑙 (𝒂, 𝒙) ≥ 0. (19)

Thus, the problem amounts to solving the following program:

inf

1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

ℎ(𝒂)d𝒂

𝑠 .𝑡 . ∀(𝒂, 𝒙).
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒ ℎ(𝒂) − 𝑙 (𝒂, 𝒙) ≥ 0,

(20)

where 𝜇 (𝐶𝒂) is the volume of 𝐶𝒂 and the objective function is the scaled integral of ℎ(𝒂) over 𝐶𝑎 .

Since 𝐽 (𝒂) is fixed, minimizing

∫
𝐶𝒂

ℎ(𝒂)d𝒂 is the same as minimizing

∫
𝐶𝒂
|ℎ(𝒂) − 𝐽 (𝒂) |d𝒂, i.e., the

gap between ℎ(𝒂) and 𝐽 (𝒂) over 𝐶𝒂 .

The main difference between Eq. (20) and Eq. (13) is how parameters 𝒂 are quantified in con-

straints: In Eq. (13), 𝒂 are associated with an (implicit) existential quantifier, while in Eq. (20) a
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universal quantifier. As a result, for Eq. (20), we can treat parameters 𝒂 equally as variables 𝒙 . After
applying Thm. 1, we have:

inf

1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

ℎ(𝒂)d𝒂

𝑠 .𝑡 . ℎ(𝒂) − 𝑙 (𝒂, 𝒙) = 𝜎0 (𝒂, 𝒙) +
𝑚∑︁
𝑖=1

𝜎𝑖 (𝒂, 𝒙) · 𝑝𝑖 (𝒂, 𝒙),

𝜎0 (𝒂, 𝒙), 𝜎𝑖 (𝒂, 𝒙) ∈ Σ[𝒂, 𝒙], for 𝑖 = 1, . . . ,𝑚

(21)

It is worthwhile to note that SOS polynomials 𝜎𝑖 (𝒂, 𝒙) belong to Σ[𝒂, 𝒙], while SOS polynomials

𝜎𝑖 (𝒙) ∈ Σ[𝒙] in Eq. (13).

When ℎ(𝒂) is of degree 𝑑 , it can be expressed as ℎ(𝒂) = ∑
𝜷 h𝜷𝒂

𝜷
where 𝜷 = (𝛽1, . . . , 𝛽𝑛′ ) ∈ N𝑛

′

are exponents such that

∑𝑛′
𝑗=1 𝛽 𝑗 ≤ 𝑑 and h𝜷 are unknown coefficients in R. Then, the objective

function in Eq. (21) can be simplified into a linear expression in coefficients ℎ𝜷 :

1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

ℎ(𝒂)d𝒂 =
1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

(∑︁
𝜷

h𝜷𝒂
𝜷

)
d𝒂

=
∑︁
𝜷

(
1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

𝒂𝜷d𝒂

)
h𝜷 .

(22)

When 𝐶𝒂 is a hyper-rectangle (or other simple shapes like ellipses), the integral

∫
𝐶𝒂

𝒂𝜷d𝒂 will be

easy to compute.

Now we present SOS relaxations of Eq. (21). Assuming that ℎ(𝒂) is of degree 𝑑 , let 𝑑𝑟 be the
smallest natural number such that 2𝑑𝑟 ≥ max{𝑑, deg(𝑙), deg(𝑝1), . . . , deg(𝑝𝑚)}, then the 𝑑𝑟 -th SOS

relaxation of Eq. (21) is given by

min

∑︁
𝜷

𝛾𝜷h𝜷

𝑠 .𝑡 . ℎ(𝒂) =
∑︁
𝜷

h𝜷𝒂
𝜷 ∈ R𝑑 [𝒂],

ℎ(𝒂) − 𝑙 (𝒂, 𝒙) = 𝜎0 (𝒂, 𝒙) +
𝑚∑︁
𝑖=1

𝜎𝑖 (𝒂, 𝒙) · 𝑝𝑖 (𝒂, 𝒙),

𝜎0 ∈ Σ2𝑑𝑟 [𝒙], 𝜎𝑖 ∈ Σ2⌊ 2𝑑𝑟 −deg(𝑝𝑖 )
2

⌋ [𝒙], for 𝑖 = 1, . . . ,𝑚,

(23)

where 𝛾𝜷 = 1

𝜇 (𝐶𝒂 )
∫
𝐶𝒂

𝒂𝜷d𝜇 (𝒂).
For each 𝑑 ∈ N, mirroring the process in Sect. 2.2, Eq. (23) can be translated into an SDP. If this

SDP is solvable, we can use the solutions {ℎ𝜷 }𝜷 to construct a polynomial ℎ𝑑 (𝒂) =
∑

𝜷 h𝜷𝒂
𝜷
, which

serves as the 𝑑th approximation of ℎ(𝒂). If the translated SDP is not solvable, we set ℎ𝑑 (𝒂) = 1. In

this case, 𝑅𝑑 = {𝒂 ∈ 𝐶𝒂 | 1 ≤ 0} = ∅ is a trivial under-approximation of 𝑅. Moreover, we have the

following theorem:

Theorem 5. [51, Thm. 5] Assume that 𝑅 has nonempty interior and K𝒂 is non-empty for every

𝒂 ∈ 𝐶𝒂 , then ℎ𝑑 (𝒂) converges to 𝐽 (𝒂) (from above) as 𝑑 goes to∞, i.e.,

lim

𝑑→∞

∫
𝐶𝒂

|ℎ𝑑 (𝒂) − 𝐽 (𝒂) |d𝒂 = 0.
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12 Wu et al.

3.2 Cluster Algorithm
In this part, we show how to apply Lasserre’s technique to solve the strong invariant synthesis

problem.

Similar to Eq. (15), we first express the valid set 𝑅𝐼 as a 0-sublevel set. Mimicking the definition

of 𝐽 , let us define 𝐽1 (𝒂), . . . , 𝐽𝑘+2 (𝒂) as follows (recall that 𝑘 is the number of branches):

𝐽1 (𝒂) = sup

𝒙∈K𝒂,1

𝐼 (𝒂, 𝒙), with

K𝒂,1 = {𝒙 ∈ 𝐶𝒙 | 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0}, (24)

𝐽𝑖+1 (𝒂) = sup

𝒙∈K𝒂,𝑖+1

𝐼 (𝒂,𝒇𝑖 (𝒙)), with

K𝒂,𝑖+1 = {𝒙 ∈ 𝐶𝒙 | 𝐼 (𝒂, 𝒙) ≤ 0,𝒈(𝒙) ≤ 0, 𝒄𝑖 (𝒙) ≤ 0}, for 𝑖 = 1, . . . , 𝑘, (25)

𝐽𝑘+2 (𝒂) = sup

𝒙∈K𝒂,𝑘+2

𝒒𝑝𝑜𝑠𝑡 (𝒙), with

K𝒂,𝑘+2 = {𝒙 ∈ 𝐶𝒙 | 𝐼 (𝒂, 𝒙) ≤ 0 ∧ ¬(𝒈(𝒙) ≤ 0)}. (26)

It is straightforward to see that Eqs. (24)-(26) correspond to Eqs. (1)-(3), respectively. Then, we

define

𝐽 (𝒂) = max{𝐽1 (𝒂), · · · , 𝐽𝑘+2 (𝒂),−1}, (27)

where an addition constant −1 (or any other negative real number) is introduced to ensure 𝐽 (𝒂) ≠
−∞ in an extreme case when K𝒂,𝑖 = ∅ for 𝑖 = 1, . . . , 𝑘 + 2. By definition, the valid set 𝑅𝐼 is the

0-sublevel set of function 𝐽 (𝒂), i.e.,

𝑅𝐼 = {𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) ≤ 0}. (28)

In order to obtain a close under-approximation of 𝑅𝐼 , we try to find a polynomial ℎ(𝒂) that
approaches 𝐽 (𝒂) over𝐶𝒂 from above. According to Eq. (20), the problem is reduced to the following

program:

inf

1

𝜇 (𝐶𝒂)

∫
𝐶𝒂

ℎ(𝒂)d𝒂

𝑠 .𝑡 . ∀(𝒂, 𝒙) ∈ 𝐶𝒂 ×𝐶𝒙 .
𝒒𝑝𝑟𝑒 (𝒙) ≤ 0 =⇒ ℎ(𝒂) − 𝐼 (𝒂, 𝒙) ≥ 0,

𝐼 (𝒂, 𝒙) ≤ 0 ∧ 𝒈(𝒙) ≤ 0 ∧ 𝒄𝑖 (𝒙) ≤ 0 =⇒ ℎ(𝒂) − 𝐼 (𝒂,𝒇𝑖 (𝒙)) ≥ 0, for 𝑖 = 1, . . . , 𝑘,

𝐼 (𝒂, 𝒙) ≤ 0 ∧ ¬(𝒈(𝒙) ≤ 0) =⇒ ℎ(𝒂) − 𝒒𝑝𝑜𝑠𝑡 (𝒙) ≥ 0,

ℎ(𝒂) + 1 ≥ 0.

(29)

where the first three constraints correspond to Eqs. (24)-(26) (or the invariant conditions), and the

last constraint corresponds to the additional value −1 in Eq. (27).

For simplicity, we assume that 𝒒𝑝𝑟𝑒 , 𝒒𝑝𝑜𝑠𝑡 , 𝒈, 𝒄 𝒊 are polynomials (instead of vectors of polynomials)

and use𝑞𝑝𝑟𝑒 ,𝑞𝑝𝑜𝑠𝑡 ,𝑔, and 𝑐𝑖 instead.We also assume that𝐶𝒙 = {𝒙 ∈ R𝑛 | 𝑁−𝑥2
1
≥ 0, . . . , 𝑁−𝑥2𝑛 ≥ 0}

and 𝐶𝒂 = {𝒙 ∈ R𝑛′ | 1 − 𝑎2
1
≥ 0, . . . , 1 − 𝑎2

𝑛′ ≥ 0}. Let polynomial ℎ(𝒂) be of degree 𝑑 , we translate
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Eq. (29) into constraints with SOS polynomials:

inf

∑︁
𝜷

𝛾𝜷h𝜷

𝑠 .𝑡 . ℎ(𝒂) =
∑︁
𝜷

h𝜷𝒂
𝜷 ∈ R𝑑 [𝒂],

ℎ(𝒂) − 𝐼 (𝒂, 𝒙) = 𝜎0,0 − 𝜎0,1 · 𝑞𝑝𝑟𝑒 (𝒂, 𝒙) +
𝑛∑︁
𝑗=1

𝜎𝒙
0, 𝑗 · (𝑁 − 𝑥2𝑗 ) +

𝑛′∑︁
𝑗=1

𝜎𝒂
0, 𝑗 · (1 − 𝑎2𝑗 ),

ℎ(𝒂) − 𝐼 (𝒂, 𝑓𝑖 (𝒙)) = 𝜎𝑖,0 − 𝜎𝑖,1 · 𝐼 (𝒂, 𝒙) − 𝜎𝑖,2 · 𝑔(𝒙) − 𝜎𝑖,3 · 𝑐𝑖 (𝒙)

+
𝑛∑︁
𝑗=1

𝜎𝒙
𝑖, 𝑗 · (𝑁 − 𝑥2𝑗 ) +

𝑛′∑︁
𝑗=1

𝜎𝒂
𝑖, 𝑗 · (1 − 𝑎2𝑗 ), for 𝑖 = 1, . . . , 𝑘

ℎ(𝒂) − 𝑞𝑝𝑜𝑠𝑡 (𝒙) = 𝜎𝑘+1,0 − 𝜎𝑘+1,1 · 𝐼 (𝒂, 𝒙) + 𝜎𝑘+1,2 · 𝑔(𝒙)

+
𝑛∑︁
𝑗=1

𝜎𝒙
𝑘+1, 𝑗 · (𝑁 − 𝑥

2

𝑗 ) +
𝑛′∑︁
𝑗=1

𝜎𝒂
𝑘+1, 𝑗 · (1 − 𝑎

2

𝑗 ),

ℎ(𝒂) + 1 = 𝜎𝑘+2,0 +
𝑛∑︁
𝑗=1

𝜎𝒙
𝑘+2, 𝑗 · (𝑁 − 𝑥

2

𝑗 ) +
𝑛′∑︁
𝑗=1

𝜎𝒂
𝑘+2, 𝑗 · (1 − 𝑎

2

𝑗 ),

𝜎𝑖, 𝑗 , 𝜎
𝒙
𝑖, 𝑗 , 𝜎

𝒂
𝑖, 𝑗 ∈ Σ[𝒂, 𝒙] for all pair (𝑖, 𝑗),

(30)

where, according to the definition of 𝐶𝒂 ,

𝛾𝜷 =
1

2
𝑛′

∫
𝐶𝒂

𝒂𝜷d𝒂 =

{
0 if 𝛽𝑖 is odd for some 𝑖,∏𝑛

𝑖=1 (𝛽𝑖 + 1)−1 otherwise.

(31)

The Cluster algorithm takes as input a program of the form Code 1, a polynomial template

𝐼 (𝒂, 𝒙) ∈ R[𝒂, 𝒙], and an upper bound 𝐷 ∈ N on the degree of ℎ(𝒂). For each degree 𝑑 such that

1 ≤ 𝑑 ≤ 𝐷 , the algorithm tries to find a polynomial ℎ𝑑 (𝒂) of degree 𝑑 by solving the 𝑑𝑟 th SOS

relaxation of Eq. (30), where 𝑑𝑟 is the smallest natural number such that 2𝑑𝑟 is larger than or

equal to the maximum degree of polynomials occurring in Eq. (29). If the program is solvable, an

under-approximation of 𝑅𝐼 is given by

𝑅𝐼 ,𝑑 = {𝒂 ∈ 𝐶𝒂 | ℎ𝑑 (𝒂) ≤ 0} ⊆ 𝑅𝐼 . (32)

If not solvable, we set ℎ𝑑 (𝒂) = 1 and 𝑅𝐼 ,𝑑 = {𝒂 ∈ 𝐶𝒂 | 1 ≤ 0} = ∅. Finally, the algorithm outputs the

sequence {𝑅𝐼 ,𝑑 | 1 ≤ 𝑑 ≤ 𝐷}. The pseudo code of the algorithm is presented in Alg. 1.

The Cluster algorithm can also be adapted to solve the weak invariant synthesis problem. When

ℎ𝑑 (𝒂) is obtained for some 𝑑 ∈ N, we know that any parameter assignment 𝒂 ∈ 𝑅𝐼 ,𝑑 is valid.

From this perspective, the polynomial ℎ𝑑 (𝒂) characterizes a cluster of invariants of similar shapes.

To synthesize a valid assignment 𝒂 such that ℎ(𝒂) ≤ 0, we only need to solve the constraint

∃𝒂 ∈ 𝐶𝒂 . ℎ(𝒂) ≤ 0 (see the comment on line 13 in Alg. 1), which is usually simpler than the original

invariant conditions Eqs. (1)-(3) and can be tackled by many modern optimization tools or SMT

solvers.

Remark 4. Oneminor (theoretical) advantage of the Cluster algorithm is that it can handle templates

𝐼 (𝒂, 𝒙) nonlinear in parameters 𝒂, as we only assume that 𝐼 (𝒂, 𝒙) ∈ R[𝒂, 𝒙]. This is not the case for
many existing approaches [1, 14, 30, 56] (discussed in Sect. 7), where the templates are required to

contain linear parameters so that the constraints can be encoded into desired forms. However, since
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14 Wu et al.

Algorithm 1: The Cluster Algorithm
Input :A program P of the form Code 1, a polynomial template 𝐼 (𝒂, 𝒙) ∈ R[𝒂, 𝒙], and

an upper bound 𝐷 ∈ N on the degree of ℎ(𝒂).
Output :A sequence of under-approximations {𝑅𝐼 ,𝑖 | 1 ≤ 𝑖 ≤ 𝐷}.

1 Construct Eq. (30) using P and 𝐼 (𝒂, 𝒙);
2 𝑑 ← 1;

3 while 𝑑 ≤ 𝐷 do
4 𝑑max ← the largest degree of polynomials in Eq. (30);

5 𝑑𝑟 ← ⌊𝑑max+1
2
⌋;

6 if the 𝑑𝑟 -th SOS relaxation of Eq. (30) is solvable then
7 {ℎ𝜷 }𝜷 ← Solve the 𝑑𝑟 -th SOS relaxation of Eq. (30);

8 ℎ𝑑 (𝒂) ←
∑

𝜷 h𝜷𝒂
𝜷
; ⊲ construct ℎ𝑑 (𝒂) using coefficients

9 else
10 ℎ𝑑 (𝒂) ← 1; ⊲ constant polynomial

11 end
12 𝑅𝐼 ,𝑑 ← {𝒂 ∈ 𝐶𝒂 | ℎ𝑑 (𝒂) ≤ 0};
13 ⊲ a valid parameter assignment can be obtained by solving ℎ𝑑 (𝒂) ≤ 0

14 𝑑 ← 𝑑 + 1;
15 end
16 return 𝑅𝐼 ,1, . . . , 𝑅𝐼 ,𝐷 ; ⊲ a sequence of under-approximations of 𝑅𝐼

in practice parameters often represent unknown coefficients, we still mainly focus on the case when

templates are linear in parameters.

3.3 Soundness, Convergence, and Semi-Completeness
Now we prove the output {𝑅𝐼 ,𝑑 | 1 ≤ 𝑑 ≤ 𝐷} of the Cluster algorithm has many desired properties.

Theorem 6 (Soundness). Given 𝐷 ∈ N, 𝑅𝐼 ,𝑑 is an under-approximation of the valid set 𝑅𝐼 , i.e.,

𝑅𝐼 ,𝑑 ⊆ 𝑅𝐼 , for any 𝑑 such that 1 ≤ 𝑑 ≤ 𝐷 .

Proof. We first show that a feasible solution to Eq. (30) is also a solution to Eq. (29). This is

achieved by applying Lem. 1 to each constraint in Eq. (30). For example, assume that there exists a

polynomial ℎ(𝒂) such that the following constraint in Eq. (30) holds:

ℎ(𝒂) − 𝐼 (𝒂, 𝒙) = 𝜎0,0 − 𝜎0,1 · 𝑞𝑝𝑟𝑒 (𝒂, 𝒙) +
𝑛∑︁
𝑗=1

𝜎𝒙
0, 𝑗 · (𝑁 − 𝑥2𝑗 ) +

𝑛′∑︁
𝑗=1

𝜎𝒂
0, 𝑗 · (1 − 𝑎2𝑗 )

for some SOS polynomials 𝜎0,0, . . . , 𝜎
𝒂
0, 𝑗 ∈ Σ[𝒂, 𝒙]. By applying Lem. 1, we have

𝑛∧
𝑗=1

𝑁 − 𝑥2𝑗 ≥ 0 ∧
𝑛′∧
𝑗=1

𝑁 − 𝑎2𝑗 ≥ 0 ∧ 𝑞𝑝𝑟𝑒 (𝒂, 𝒙) ≤ 0 =⇒ ℎ(𝒂) − 𝐼 (𝒂, 𝒙) ≥ 0,

which corresponds to the first constraint in Eq. (29), i.e.,

∀𝒙 ∈ 𝐶𝒙 , 𝒂 ∈ 𝐶𝒂 . 𝑞𝑝𝑟𝑒 (𝒂, 𝒙) ≤ 0 =⇒ ℎ(𝒂) − 𝐼 (𝒂, 𝒙) ≥ 0.

Therefore, if the 𝑑𝑟 th SOS relaxation of Eq. (30) is solvable, we have ℎ𝑑 (𝒂) ≥ 𝐽 (𝒂) over𝐶𝒂 , which

implies 𝑅𝐼 ,𝑑 ⊆ 𝑅𝐼 . If not solvable, we have 𝑅𝐼 ,𝑑 = ∅ ⊆ 𝑅𝐼 . □
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Theorem 7 (Convergence). If the set {𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) = 0} has Lebesgue measure zero, then we

have

lim

𝐷→∞
𝜇 (𝑅𝐼 \ 𝑅𝐼 ,𝐷 ) = 0,

Proof. Essentially the same as the proof of [51, Thm. 3]. □

The condition in Thm. 7 is to ensure that

𝜇 ({𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) ≤ 0}) = 𝜇 ({𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) < 0}), (33)

meaning that the infimum value of Eq. (30) is not attainable at most over a region of measure 0.

This assumption is made similar to the assumption in Thm. 2. As mentioned in Remark 2, this is

just a technical assumption and usually holds in practice.

Before presenting the semi-completeness result, we introduce the following definition.

Definition 7 (Robustness). A polynomial template 𝐼 (𝒂, 𝒙) is said to be robust (w.r.t. the program
model Code. 1) if there exists a valid parameter assignment 𝒂0 ∈ 𝐶𝒂 and a small constant 𝜖 > 0 such

that any 𝒂 satisfying ∥𝒂 − 𝒂0∥2 < 𝜖 is still valid.

Proposition 8. Checking the robustness of a polynomial template is decidable.

Proof. By Def. 7, when the polynomial template is robust, the valid set 𝑅𝐼 contains an interior

point. Let 𝜑 (𝒂) denote the conjunction of formulas in Eqs. (1)-(3). Then the problem reduces to

checking whether the following first-order logic formula holds:

∃𝜖 > 0, ∃𝒂0 ∈ 𝐶𝒂,∀𝒂 ∈ 𝐶𝒂 . ∥𝒂 − 𝒂0∥2 < 𝜖 =⇒ 𝜑 (𝒂), (34)

which is decidable due to Tarski’s result [83]. □

Theorem 9 (Semi-Completeness). If the set {𝒂 ∈ 𝐶𝒂 | 𝐽 (𝒂) = 0} has Lebesgue measure zero and

there exists a robust polynomial template 𝐼 (𝒂0, 𝒙) for some 𝒂0 ∈ 𝐶𝒂 , the Cluster algorithm will yield a

non-empty under-approximation 𝑅𝐼 ,𝐷 ⊆ 𝑅𝐼 for some 𝐷 ∈ N large enough.

Proof. By definition, a polynomial template 𝐼 (𝒂, 𝒙) is robust if 𝑅𝐼 has an interior point. Com-

bining Thm. 5 and Thm. 7, 𝑅𝐼 ,𝑑 has a positive Lebesgue measure when 𝑑 is large enough, which

implies that 𝑅𝐼 ,𝑑 is a non-empty under-approximation of the valid set 𝑅𝐼 . □

Combining Thm. 7 and Thm. 9, we know that the valid set 𝑅𝐼 admits an arbitrarily close approxi-

mation by solving Eq. (30) for sufficiently large 𝑑 (and 𝑑𝑟 ), which gives an approximation solution

to the strong invariant synthesis problem. Finally, we end this section with an illustrative example.

Example 1. Consider a discrete-time dynamical system presented in Code. 2.

Code 2 A Discrete-Time Dynamical System

// Program variables: (𝑥,𝑦) ∈ R2
// Range: 𝐶𝑥,𝑦 = {(𝑥,𝑦) | 4 − 𝑥2 ≥ 0, 4 − 𝑦2 ≥ 0}
// Precondition: {(𝑥,𝑦) | 𝑥2 + 𝑦2 − 1 ≤ 0}
while (𝑥2 − 0.81 ≤ 0) {

// omit case(−1 ≤ 0)
𝑥 ← 0.95(𝑥 − 0.1𝑦2);
𝑦 ← 0.95(𝑦 + 0.2𝑥𝑦);

}
// Postcondition: {(𝑥,𝑦) | 0.25 − 𝑥2 − (𝑦 − 1.5)2 ≤ 0}
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Suppose that we are searching for ellipsoid-shaped invariants centered at the origin of the form

𝑥2 + 𝑎𝑦2 + ˆ𝑏 ∈ R[𝑎, ˆ𝑏, 𝑥,𝑦], (35)

where 𝑎 and
ˆ𝑏 are parameters within the range (𝑎, ˆ𝑏) ∈ [−10, 10]2. By replacing 𝑎 and

ˆ𝑏 by 10𝑎 and

10𝑏, we denote the polynomial template by

𝐼 (𝑎, 𝑏, 𝑥,𝑦) = 𝑥2 + 10𝑎𝑦2 + 10𝑏, (36)

where (𝑎, 𝑏) ∈ 𝐶𝑎,𝑏 = {(𝑎, 𝑏) | 1 − 𝑎2 ≥ 0, 1 − 𝑏2 ≥ 0} = [−1, 1]2.
Let 𝐷 = 6 be the upper bound on the degree of ℎ(𝑎, 𝑏). By applying Lasserre’s technique, we solve

the following program to obtain ℎ(𝑎, 𝑏), for 1 ≤ 𝑑 ≤ 𝐷 :

min

∑︁
𝛽1+𝛽2≤𝑑

𝜸𝛽1,𝛽2h𝛽1,𝛽2

𝑠 .𝑡 . ℎ(𝑎, 𝑏) =
∑︁

𝛽1+𝛽2≤𝑑
h𝛽1,𝛽2𝑎

𝛽1𝑏𝛽2 ∈ R𝑑 [𝑎, 𝑏],

ℎ(𝑎, 𝑏) − 𝐼 (𝑎, 𝑏, 𝑥,𝑦) = 𝜎0,0 + 𝜎0,1 · (1 − 𝑥2 − 𝑦2)

+ 𝜎𝑎,𝑏
0,1
· (1 − 𝑎2) + 𝜎𝑎,𝑏

0,2
· (1 − 𝑏2) + 𝜎𝑥,𝑦

0,1
· (4 − 𝑥2) + 𝜎𝑥,𝑦

0,2
· (4 − 𝑦2),

ℎ(𝑎, 𝑏) − 𝐼
(
𝑎, 𝑏, 0.95(𝑥 − 0.1𝑦2), 0.95(𝑦 + 0.2𝑥𝑦)

)
= 𝜎1,0 − 𝜎1,1 · 𝐼 (𝑎, 𝑏, 𝑥,𝑦) + 𝜎1,2 · (0.81 − 𝑥2)

+ 𝜎𝑎,𝑏
1,1
· (1 − 𝑎2) + 𝜎𝑎,𝑏

1,2
· (1 − 𝑏2) + 𝜎𝑥,𝑦

1,1
· (4 − 𝑥2) + 𝜎𝑥,𝑦

1,2
· (4 − 𝑦2),

ℎ(𝑎, 𝑏) −
(
0.25 − 𝑥2 − (𝑦 − 2)2

)
= 𝜎2,0 − 𝜎2,1 · 𝐼 (𝑎, 𝑏, 𝑥,𝑦)

+ 𝜎𝑎,𝑏
2,1
· (1 − 𝑎2) + 𝜎𝑎,𝑏

2,2
· (1 − 𝑏2) + 𝜎𝑥,𝑦

2,1
· (4 − 𝑥2) + 𝜎𝑥,𝑦

2,2
· (4 − 𝑦2),

ℎ(𝑎, 𝑏) + 1 = 𝜎3,0 + 𝜎𝑎,𝑏
3,1
· (1 − 𝑎2) + 𝜎𝑎,𝑏

3,2
· (1 − 𝑏2) + 𝜎𝑥,𝑦

3,1
(4 − 𝑥2) + 𝜎𝑥,𝑦

3,1
· (4 − 𝑦2),

𝜎0,0, 𝜎1,0, 𝜎2,0, 𝜎3,0 ∈ Σ2𝑑𝑟 [𝑎, 𝑏, 𝑥,𝑦], 𝜎1,1, 𝜎2,1 ∈ Σ2𝑑𝑟 −3 [𝑎, 𝑏, 𝑥,𝑦],
all other SOS polynomials are in Σ2𝑑𝑟 −2 [𝑎, 𝑏, 𝑥,𝑦],

(37)

where

𝛾𝛽1,𝛽2 =
1

2
2

∫
1

−1

∫
1

−1
𝑎𝛽1𝑏𝛽2d𝑎d𝑏 =

{
0 if either 𝛽1 or 𝛽2 is odd,

1

(𝛽1+1) (𝛽2+1) otherwise,

(38)

and 𝑑𝑟 is the smallest natural number such that 2𝑑𝑟 ≥ max{𝑑, 3}. Here deg(𝐼 ) = 3 is the largest degree

of polynomials in constraints other than ℎ(𝑎, 𝑏).
In this example, we use Yalmip [58] to formulate Eq. (37) and Mosek solver [6] to solve the translated

SDP. For 𝑑 = 1 and 2, the program is not solvable. For 𝑑 = 3, 4, 5, and 6, we obtain, rounding to 5

decimal places,

ℎ3 (𝑎, 𝑏) = 2.69187 + · · · − 1.50005𝑎𝑏2 − 2.10735𝑎3,
ℎ4 (𝑎, 𝑏) = 2.34708 + · · · − 0.00418𝑎3𝑏 − 0.74973𝑎4,
ℎ5 (𝑎, 𝑏) = 2.09144 + · · · + 2.23803𝑎4𝑏 + 2.57913𝑎5,
ℎ6 (𝑎, 𝑏) = 1.74276 + · · · − 1.82314𝑎5𝑏 + 1.67067𝑎6,

which give under-approximations to the valid set 𝑅𝐼 . In Fig. 1, we plot the 0-sublevel sets of the above

four polynomials. Therefore, any point (𝑎, 𝑏) in the light blue region is a valid parameter assignment

for the polynomial template 𝐼 (𝑎, 𝑏, 𝑥,𝑦).
It’s important to note that for small values of 𝑑 , the inequality ℎ𝑑 (𝒂) ≤ 0 might not have any

solutions, i.e., 𝑅𝐼 ,𝑑 = ∅. When this scenario occurs, we need to increase 𝐷 to search for polynomials
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(d) 𝑑 = 6

x-axis: 𝑎 from -1.0 to 1.0; y-axis: 𝑏 from -1.0 to 1.0

Fig. 1. Under-approximations of 𝑅𝐼 defined by 𝑅𝐼 ,𝑑 = {(𝑎, 𝑏) ∈ [−1, 1]2 | ℎ𝑑 (𝑎, 𝑏) ≤ 0} for 𝑑 = 3, 4, 5, 6.
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(a): ℎ′

3
(𝑎,𝑏 ) ≤ 0 over [−0.5, 0] × [−0.5, 0].

(b): the comparison between ℎ3 (𝑎,𝑏 ) ≤ 0 (light blue) and ℎ′
3
(𝑎,𝑏 ) ≤ 0 (light orange) over [−1, 0] × [−1, 0].

Fig. 2. A more accurate under-approximation of 𝑅𝐼 by partitioning.

ℎ𝑑 (𝒂) of higher degrees. Alternatively, we can also enhance the approximation by shrinking the size of

𝐶𝒂 . For example, suppose we want to obtain a more accurate approximation than the 0-sublevel set

of ℎ3 (𝑎, 𝑏) over the domain 𝐶′𝒂 = [−1, 0] × [−1, 0]. We first partition the range 𝐶′𝒂 into four smaller

boxes. Then, we solve Eq. (37) with respect to each small box, still with relaxation order 𝑑 = 3. For

instance, over the box [−0.5, 0] × [−0.5, 0], we obtain

ℎ′
3
(𝑎, 𝑏) = −0.5311 + · · · + 0.0478𝑎𝑏2 + 0.54927𝑏3,

where the range of 𝑎, 𝑏 is scaled to [−1, 1] × [−1, 1]. The 0-sublevel set ℎ′
3
(𝑎, 𝑏) ≤ 0 is depicted in

Fig. 2a. After scaling back, we can see the combination of under-approximations over these four smaller

boxes cover the original approximation at 𝑑 = 3, as shown in Fig. 2b.

Furthermore, using the solutions above, the weak invariant synthesis problem becomes significantly

simpler. It can be reduced to solving a single polynomial inequality of the form ℎ𝑑 (𝑎, 𝑏) ≤ 0 for

𝑎, 𝑏 ∈ 𝐶𝒂 . When the degree and the number of variables are not large, this type of problem can be

efficiently addressed using general-purpose numerical optimization solvers or symbolic computation

tools. For example, when 𝑑 = 3, a solution 𝑎 = −1, 𝑏 = −0.79971 is returned by FindInstance function
in Mathematica, which implies

𝑥2 − 10𝑦2 − 7.9971 ≤ 0

is an invariant of Code. 2. Even though this example seems simple enough, many existing invariant

synthesizing tools do not support this nonlinear template or fail to synthesize a suitable invariant [17,

37, 45]. On the other hand, directly applying symbolic solvers such as Z3 or Redlog [25] to constraints
Eqs. (1)-(3) also fails to produce a satisfying assignment of parameters in an hour.
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4 EXTENSIONS OF CLUSTER ALGORITHM
In this section, we extend our approach to allow for more complex program structures and invariant

templates.

4.1 Nested Loops
In Sect. 3, we have focused on unnested conditional loops of the form Code 1. In fact, our approach

can be extended to nested loops or even control flow graphs without substantial changes.

Code 3 A Simple Nested Loop

// Program variables: 𝒙 ∈ R𝑛
// Precondition: Pre = {𝒙 | 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0}

// Invariant (outer): 𝐼1 (𝒂, 𝒙) with 𝒂 ∈ 𝑅𝑛′1
while (𝑔1 (𝒙) ≤ 0) {

𝒙 ← 𝒇1 (𝒙);
// Invariant (inner): 𝐼2 (𝒃, 𝒙) with 𝒃 ∈ 𝑅𝑛′2
while (𝑔2 (𝒙) ≤ 0) {

𝒙 ← 𝒇2 (𝒙);
}

}
// Postcondition: Post = {𝒙 | 𝒒𝑝𝑜𝑠𝑡 (𝒙) ≤ 0}

To illustrate the main idea, let us consider a simple nested loop of the form Code 3. Synthesizing

invariants for Code 3 is more challenging compared to Code 1 because it involves two invariants:

𝐼1 (𝒂, 𝒙) ∈ R[𝒂, 𝒙] for the outer while loop and 𝐼2 (𝒃, 𝒙) ∈ R[𝒃, 𝒙] for the inner while loop. Similar

to the unnested cases, we assume that 𝒂 ∈ 𝐶𝒂, 𝒃 ∈ 𝐶𝒃 for some known hyper-rectangle 𝐶𝒂,𝐶𝒃 . The

goal is to find valid assignments of the parameters 𝒂 and 𝒃 satisfying the following constraints:

∀𝒙 ∈ 𝐶𝒙 . 𝒒𝑝𝑟𝑒 (𝒙) ≤ 0 =⇒ 𝐼1 (𝒂, 𝒙) ≤ 0, (39)

∀𝒙 ∈ 𝐶𝒙 . 𝐼1 (𝒂, 𝒙) ≤ 0 ∧ 𝑔1 (𝒙) ≤ 0 =⇒ 𝐼2 (𝒃,𝒇1 (𝒙)) ≤ 0, (40)

∀𝒙 ∈ 𝐶𝒙 . 𝐼2 (𝒃, 𝒙) ≤ 0 ∧ 𝑔2 (𝒙) ≤ 0 =⇒ 𝐼2 (𝒃,𝒇2 (𝒙)) ≤ 0, (41)

∀𝒙 ∈ 𝐶𝒙 . 𝐼2 (𝒃, 𝒙) ≤ 0 ∧ 𝑔2 (𝒙) ≥ 0 =⇒ 𝐼1 (𝒂, 𝒙) ≤ 0, (42)

∀𝒙 ∈ 𝐶𝒙 . 𝐼1 (𝒂, 𝒙) ≤ 0 ∧ 𝑔1 (𝒙) ≥ 0 =⇒ 𝒒𝑝𝑜𝑠𝑡 (𝒙) ≤ 0. (43)

Here Eqs. (40)-(42) play two roles: for the inner loop, they encode the conditions of 𝐼2 to be an

invariant with 𝐼1 serving as both precondition and postcondition; for the outer loop, they collectively

encode the inductive condition of 𝐼1.

We can observe that constraints Eqs. (39)-(43) still adhere to the form of the constraint in Eq. (12),

albeit parameters 𝒂 are replaced by (𝒂, 𝒃). As a result, our approach in Sect. 3 remains applicable,

and the soundness, convergence, and semi-completeness results carry over. Our approach can

generally be applied to programs represented by control flow graphs.

4.2 Semialgebraic Templates
In this subsection, we discuss the extensions of our approach to deal with more general polynomial

templates, called (basic) semialgebraic templates.

Definition 8 ((Basic) Semialgebraic Template). A semialgebraic template is a finite collec-

tion of polynomials 𝐼𝑡,𝑟 (𝒂, 𝒙) ∈ R[𝒂, 𝒙] defined over 𝐶𝒂 ×𝐶𝒙 , where 𝐶𝒂 ⊆ R𝑛
′
is a hyper-rectangle.
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Given a parameter assignment 𝒂0 ∈ R𝑛
′
, the instantiation of the invariant Inv w.r.t. 𝒂0 is the set

{𝒙 | ∨𝑡

∧
𝑟 𝐼𝑡,𝑟 (𝒂0, 𝒙) ≤ 0}. If 𝑡 belongs to a singleton set, then the template is called a basic semialge-

braic template, and the instantiation of the invariant is the set {𝒙 | ∧𝑟 𝐼𝑟 (𝒂0, 𝒙) ≤ 0}.

The robustness of (basic) semialgebraic templates is defined similar to that of polynomial tem-

plates.

Definition 9 (Robustness). A semialgebraic template {𝐼𝑡,𝑟 (𝒂, 𝒙)}𝑡,𝑟 is said to be robust (w.r.t. the
program model Code. 1) if there exists a valid parameter assignment 𝒂0 ∈ 𝐶𝒂 and a small constant

𝜖 > 0 such that any 𝒂 satisfying ∥𝒂 − 𝒂0∥ < 𝜖 is still valid.

In the following, we briefly show that techniques in Sect. 3 can be directly applied to the cases

when templates are basic semialgebraic (instead of only polynomial) without substantial changes.

After that, we discuss how to deal with semialgebraic templates in the general form.

When given a basic semialgebraic template or a semialgebraic template, the invariant conditions

Eqs. (1)-(3) should be modified by replacing 𝐼 (𝒂, 𝒙) with ∧
𝑟 𝐼𝑟 (𝒂, 𝒙) ≤ 0 or

∨
𝑡

∧
𝑟 𝐼𝑡,𝑟 (𝒂0, 𝒙) ≤ 0,

respectively. Recall that the original constraints Eqs. (1)-(3) take the form of Eq. (12), the new

constraints can be viewed as replacing the constraint in Eq. (12) by

∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒
∧
𝑟

𝑙𝑟 (𝒂, 𝒙) ≤ 0, (44)

or

∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒
∨
𝑡

∧
𝑟

𝑙𝑡,𝑟 (𝒂, 𝒙) ≤ 0, (45)

where 𝑝𝑖 (𝒂, 𝒙), 𝑙𝑟 (𝒂, 𝒙), 𝑙𝑡,𝑟 (𝒂, 𝒙) ∈ R[𝒂, 𝒙].
As for basic semialgebraic templates, the problem can be reduced to the polynomial case with

minor modifications. This is because the constraint Eq. (44) can be rewritten as

∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒ 𝑙𝑟 (𝒂, 𝒙) ≤ 0, for each 𝑟 . (46)

Consequently, the derived SOS relaxations will be like Eq. (23) but will involve more constraints.

After that, all other results can be derived similarly.

For general semialgebraic templates, unfortunately, simply rewriting the constraints no longer

works due to the existence of disjunction. To address this issue, we resort to the lifting technique

introduced in [53] to reduce Eq. (45) to the form of Eq. (12).

First, note that Eq. (45) is equivalent to

∀𝒙 .
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 =⇒ 𝑠 (𝒂, 𝒙) ≤ 0, (47)

where 𝑠 (𝒂, 𝒙) = min𝑡 max𝑟 𝑙𝑡,𝑟 (𝒂, 𝒙).
Let us say a function 𝑓 (𝒙) is a semialgebraic function if its graph {(𝒙, 𝑓 (𝒙)) ∈ R𝑛+1 | 𝒙 ∈ R𝑛} is

a semialgebraic set. By Tarski-Seidenberg principle [12, Prop. 2.2.4] and the definition of 𝑠 (𝒂, 𝒙), we
can prove 𝑠 (𝒂, 𝒙) is a semialgebraic function. Since the graph of every semi-algebraic function is

the projection of a basic semialgebraic set in the lifted space [52, Lem. 3], we know that the graph{(
𝒂, 𝒙, 𝑠 (𝒂, 𝒙)

) ���� 𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0

}
⊂ R𝑛+𝑛′+1 (48)
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is the projection of some basic semialgebraic set
ˆK ⊆ R𝑛+𝑛′+1+𝑢 for some 𝑢 ∈ N, i.e.,{

(𝒂, 𝒙, 𝑣)
���� 𝑣 = 𝑠 (𝒂, 𝒙) ∧

𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0

}
=

{
(𝒂, 𝒙, 𝑣)

���� ∃𝒘 ∈ R𝑢 .(𝒂, 𝒙, 𝑣,𝒘) ∈ ˆK
}
. (49)

where 𝑣 ∈ R and𝒘 ∈ R𝑢 are fresh variables

Here,
ˆK is called the lifting ofK and can be computed following the techniques in [53]. For now,

we assume that
ˆK is already obtained as

ˆK =

{
(𝒂, 𝒙, 𝑣,𝒘)

���� 𝑚̂∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙, 𝑣,𝒘) ≥ 0

}
, (50)

where 𝑝𝑖 (𝒂, 𝒙, 𝑣,𝒘) ∈ R[𝒂, 𝒙, 𝑣,𝒘]. Then, Eq. (45) is equivalent to the following constraint in higher

dimensions:

∀(𝒙, 𝑣,𝒘).
𝑚∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙) ≥ 0 ∧
𝑚̂∧
𝑖=1

𝑝𝑖 (𝒂, 𝒙, 𝑣,𝒘) ≥ 0 =⇒ 𝑣 ≤ 0, (51)

which conforms to the form of Eq. (12) when treating 𝑣,𝒘 equivalently as 𝒙 .

Remark 5. In practice, our algorithm is less efficient for general semialgebraic templates compared

to polynomial and basic semialgebraic templates. The main reason lies in the lifting process, which

dramatically increases either the degree of defining polynomials or the number of parameters, sometimes

even both.

5 SYNTHESIZINGWEAK INVARIANTS FROMMASKED TEMPLATES
Recall that the semi-completeness of our Cluster algorithm hinges on the assumption that the

given invariant templates are robust. In Sect. 5.1, we delve into situations where this assumption

is violated, which implies that the Cluster algorithm may fail to produce a non-trivial under-

approximation of the valid set. In these scenarios, in Sect. 5.2, we identify a special subclass of basic

semialgebraic templates, called Masked templates, consisting of parametric polynomial equalities

and some known polynomial inequalities. Regarding these templates, Sect. 5.3 proposes the Mask
algorithm to translate the invariant conditions by exploiting the structure of masked templates.

The resulting constraints can also be solved by SOS relaxations.

5.1 On Robustness of Semialgebraic Templates
The semi-completeness result (Thm. 9) of the Cluster algorithm relies on the assumption that the

given invariant templates are robust. When the valid set 𝑅𝐼 is non-empty but the assumption is

violated, solving Eq. (30) will never yield a non-empty under-approximation 𝑅𝐼 ,𝑑 for any 𝑑 ∈ N. In
this case, the Cluster algorithm is ineffective.

While checking the robustness of a template is decidable (see Prop. 8), the decision procedure

involves quantifier elimination, a computationally expensive process. Fortunately, we have the

following empirical observation: In most cases, when a basic semialgebraic template does not

contain equalities, either the template is robust or the valid set 𝑅𝐼 is empty. In this context, having

an equality in a basic semialgebraic template means that, for some polynomial 𝐼𝑖 (𝒂, 𝒙) ∈ R[𝒂, 𝒙],
both 𝐼𝑖 (𝒂, 𝒙) and −𝐼𝑖 (𝒂, 𝒙) are contained in the template.

To illustrate the intuition behind this observation, consider a simple loop of the form

while (−1 ≤ 0) do {𝒙 ← 𝒙}.
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Suppose that we are given a precondition 𝑃𝑟𝑒 = {𝒙 | 𝒙 − 𝒙0 ≤ 0, 𝒙0 − 𝒙 ≤ 0} for some 𝒙0 ∈ R𝑛 and

a basic semialgebraic template

{𝐼1 (𝒂, 𝒙),−𝐼1 (𝒂, 𝒙), . . . , 𝐼𝑚 (𝒂, 𝒙),−𝐼𝑚 (𝒂, 𝒙), 𝐼𝑚+1 (𝒂, 𝒙), . . . , 𝐼𝑠 (𝒂, 𝒙)} (52)

where 𝒂 is linear in 𝐼𝑖 (𝒂, 𝒙) for 𝑖 = 1, . . . , 𝑠 . Since the loop never terminates, the postcondition is

irrelevant. In this setting, the invariant conditions Eqs. (1)-(3) can be reduced to the following single

constraint:

∀𝒙 . 𝒙 − 𝒙0 = 0 =⇒ 𝐼1 (𝒂, 𝒙) = 0 ∧ · · · ∧ 𝐼𝑚 (𝒂, 𝒙) = 0

∧ 𝐼𝑚+1 (𝒂, 𝒙) ≤ 0 ∧ · · · ∧ 𝐼𝑠 (𝒂, 𝒙) ≤ 0,
(53)

which is equivalent to a linear system of equations in parameters 𝒂:

𝐼𝑖 (𝒂, 𝒙0) = 0 for 𝑖 = 1, . . . ,𝑚

𝐼 𝑗 (𝒂, 𝒙0) ≤ 0 for 𝑗 =𝑚 + 1, . . . , 𝑠 . (54)

Then, the valid set 𝑅𝐼 is exactly the solution set to this linear system. Suppose the linear expressions

𝐼𝑖 (𝒂, 𝒙0) are linearly independent. Based on the standard knowledge of linear algebra, the dimension

of the set of solutions is generally 𝑛′ −𝑚, where 𝑛′ is the dimension of 𝒂. However, 𝑅𝐼 having an
interior point means that 𝑅𝐼 is of dimension 𝑛′, which requires𝑚 = 0, i.e., there are no equalities in

the template.

In practice, when the precondition and the postcondition contain equalities, we tend to need

a basic invariant template with equalities. Even though the Cluster algorithm may fail in such

situations, we can utilize the structures of the equalities to design more efficient algorithms. This

motivates the definition of masked templates and the Mask algorithm below.

5.2 Masked Templates
Before presenting the definitions, we fix some notations. Recall that 𝒇𝑖 : R𝑛 → R𝑛 is the assignment

function of the 𝑖th branch. We slightly abuse the notation 𝒇𝑖,𝒚 to denote the projection of 𝒇𝑖 onto
variables 𝒚 ⊆ 𝒙 . For example, if 𝒇1 (𝑥1, 𝑥2, 𝑥3) = (𝑥1, 𝑥22, 𝑥33) and 𝒚 = (𝑥2, 𝑥3), then 𝒇1,𝒚 = (𝑥2

2
, 𝑥3

3
).

Definition 10 (Core Variables). Given a loop as in Code 1, if the program variables can be

divided into two non-empty parts 𝒙 = (𝒚, 𝒛), where 𝒚 ∈ R𝑛𝒚
and 𝒛 ∈ R𝑛𝒛

with 𝑛𝒚 + 𝑛𝒛 = 𝑛, such that:

(1) for each 𝑦 in 𝒚, 𝒇𝑖,𝑦 ∈ R[𝒚];
(2) for each 𝑧 in 𝒛, 𝒇𝑖,𝑧 ∈ R[𝒚, 𝒛] and is linear in 𝒛;
(3) the loop guard 𝒈 and branch conditionals 𝒄𝑖 are independent of 𝒛, and the postcondition

𝒒𝑝𝑜𝑠𝑡 (𝒚, 𝒛) is linear in 𝒛.

then we call 𝒚 core variables and 𝒛 non-core variables.

Definition 11 (Masked Template). Given core variables 𝒚 and non-core variables 𝒛, a masked

template is a finite collection of polynomials 𝐼𝑟 (𝒂,𝒚) ∈ R[𝒂,𝒚] linear in 𝒂 and polynomials 𝐼𝑡 (𝒚) ∈
R[𝒚], where 𝑟 ∈ {1, . . . , 𝑛𝒛} and 𝑡 ∈ 𝑇 for some finite index set 𝑇 . Given a parameter assignment 𝒂0 ∈
R𝑛
′
, the instantiation of the invariant Inv w.r.t. 𝒂0 is the set {𝒙 |

∧𝑛𝒛
𝑟=1

𝑧𝑟 = 𝐼𝑟 (𝒂0,𝒚) ∧
∧

𝑡 ∈𝑇 𝐼𝑡 (𝒚) ≤ 0}.

In other words, the program variables are partitioned into two non-empty parts, core variables 𝒚
and non-core variables 𝒛; and the non-core variables 𝒛 will only occur in the precondition, the

postcondition, and their assignment functions. In a masked template, we wish to express non-core

variables 𝒛 by core variables 𝒚.

Example 2. Code 4 is the algorithm for finding the closest integer (variable 𝑟 ) to the square root (of

variable 𝑦), taken from the benchmark set [71]. Here, we treat integers as a subset of real numbers.

In this program, we can view (𝑥, 𝑟 ) as core variables and 𝑦 as the only non-core variable. In the

invariant template, the purple part represents some unknown polynomial in 𝑥, 𝑟 of degree 2. In other
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Code 4 freire1
// Program variables: (𝑥,𝑦, 𝑟 ) ∈ R𝑛
// Precondition: 𝑃𝑟𝑒 = {(𝑥,𝑦, 𝑟 ) | −𝑦 ≤ 0, 𝑥 = 𝑦/2, 𝑟 = 0}
// Invariant template: {𝑦 = 𝑝𝑜𝑙𝑦 [(𝑥, 𝑟 ), 2],−𝑥 ≤ 0}
while (𝑟 − 𝑥 ≤ 0) { // Real invariant: 𝑦 = 2𝑥 + 𝑟 2 − 𝑟 ∧ 𝑥 ≥ 0

𝑥 ← 𝑥 − 𝑟;
𝑦 ← 𝑦;
𝑟 ← 𝑟 + 1;

}
// Postcondition: 𝑃𝑜𝑠𝑡 = {𝑦 − 𝑟 2 − 𝑟 ≤ 0, 𝑟 2 − 𝑟 − 𝑦 ≤ 0}

words, we are given a masked template of the form {𝑦 = 𝐼 (𝒂, 𝑥, 𝑟 ),−𝑥 ≤ 0}, where 𝐼 (𝒂, 𝑥, 𝑟 ) =
𝑎1𝑥

2 + 𝑎2𝑥𝑟 + 𝑎3𝑟 2 + 𝑎4𝑥 + 𝑎5𝑟 + 𝑎6 with parameters 𝒂 = (𝑎1, . . . , 𝑎6).
In this case, the valid set 𝑅𝐼 does not contain an interior point because the following constraint

∀(𝑥,𝑦, 𝑟 ) ∈ 𝐶𝒙 . 𝑦 ≥ 0 ∧ 𝑥 = 𝑦/2 ∧ 𝑟 = 0 =⇒ 𝑦 = 𝐼 (𝒂, 𝑥, 𝑟 ) ∧ 𝑥 ≥ 0

implies that 𝑎1 = 𝑎6 = 0 and 𝑎4 = 2.

Our observation suggests that core variables often correspond to local variables (such as 𝑥, 𝑟 ),

while non-core variables tend to align with the input arguments (such as 𝑦). The motivation for

the definition of masked templates is that, for most programs, the invariants include two parts: (i)

equalities of the form that a part of variables are expressed by the other variables; (ii) inequalities

that are derived from conditionals and monotonicity. Besides, the name of masked templates is

inspired by the so-called “masked programs” in [30].

5.3 Mask Algorithm
In this part, we show how to transform the invariant conditions for masked templates based on

variable substitution. The outstanding property of the resulting constraints is that they can be

directly solved by SOS relaxations.

Given a masked template as in Def. 11, we explicitly write down the invariant conditions w.r.t.

Eqs. (1)-(3), with 𝒙 replaced by (𝒚, 𝒛)

∀(𝒚, 𝒛) ∈ 𝐶𝒙 . 𝒒𝑝𝑟𝑒 (𝒚, 𝒛) ≤ 0 =⇒
𝑛𝒛∧
𝑟=1

𝑧𝑟 = 𝐼𝑟 (𝒂,𝒚) ∧
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒚) ≤ 0 (55)

∀(𝒚, 𝒛) ∈ 𝐶𝒙 .

𝑛𝒛∧
𝑟=1

𝑧𝑟 = 𝐼𝑟 (𝒂,𝒚) ∧
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒚) ≤ 0 ∧ 𝒈(𝒚) ≤ 0 ∧ 𝒄𝑖 (𝒚) ≤ 0

=⇒
𝑛𝒛∧
𝑟=1

𝑓𝑖,𝑧𝑟 (𝒚, 𝒛) = 𝐼𝑟 (𝒂,𝒇𝑖,𝒚 (𝒚)) ∧
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒇𝑖,𝒚 (𝒚)) ≤ 0, 𝑖 = 1, . . . , 𝑘, (56)

∀(𝒚, 𝒛) ∈ 𝐶𝒙 .

𝑛𝒛∧
𝑟=1

𝑧𝑟 = 𝐼𝑟 (𝒂,𝒚) ∧
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒚) ≤ 0 ∧ ¬(𝒈(𝒚) ≤ 0)

=⇒ 𝒒𝑝𝑜𝑠𝑡 (𝒚, 𝒛) ≤ 0. (57)

where we omit 𝒛 in 𝒈(𝒚, 𝒛), 𝑐𝑖 (𝒚, 𝒛), and 𝒇𝑖,𝒚 (𝒚, 𝒛).
As discussed in Remark. 3, the SOS relaxations of Eq. (56) and Eq. (57) can not be translated into

SDPs because parameters 𝒂 occur in the left-hand-side of the implications. However, after a simple
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Algorithm 2: The Mask Algorithm

Input :A program P of the form Code 1, a masked template, and an upper bound

𝐷 ∈ N on the relaxation order.

Output :A valid parameter assignment 𝒂0.

1 Construct Eq. (62) using P and the masked template;

2 𝑑max ← the largest degree of polynomials in Eq. (62);

3 𝑑𝑟 ← ⌊𝑑max+1
2
⌋;

4 while 𝑑𝑟 ≤ 𝐷 do
5 if the 𝑑𝑟 -th SOS relaxation of Eq. (62) is solvable then
6 𝒂0 ← Solve the 𝑑𝑟 -th SOS relaxation of Eq. (62);

7 return 𝒂0; ⊲ a valid parameter assignment

8 else
9 𝑑𝑟 ← 𝑑𝑟 + 1;

10 end
11 end
12 return ∅; ⊲ either 𝐷 is not large enough or the template has no solution

variable substitution procedure, the above constraints can be converted into a desired form. The

substitution is based on the following observation in first-order logic: the formula

∀𝑦, 𝑧.
(
𝑧 = 𝑓 (𝑦) ∧𝐴(𝑦)

)
=⇒ 𝐵(𝑦, 𝑧), (58)

is equivalent to

∀𝑦. 𝐴(𝑦) =⇒ 𝐵(𝑦, 𝑓 (𝑦)), (59)

where 𝑓 is a function and 𝐴, 𝐵 are formulas.

Exploiting this idea, Eq. (56) and Eq. (57) can be transformed into

∀𝒚 ∈ 𝐶𝒚 .
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒚) ≤ 0 ∧ 𝒈(𝒚) ≤ 0 ∧ 𝒄𝑖 (𝒚) ≤ 0

=⇒
𝑛𝒛′∧
𝑟=1

𝑓𝑖,𝑧𝑟 (𝒚, 𝒛′) = 𝐼𝑟
(
𝒂,𝒇𝑖,𝒚 (𝒚)

)
∧
∧
𝑡 ∈𝑇

𝐼𝑡
(
𝒇𝑖 (𝒚)

)
≤ 0, 𝑖 = 1, . . . , 𝑘, (60)

∀𝒚 ∈ 𝐶𝒚 .
∧
𝑡 ∈𝑇

𝐼𝑡 (𝒚) ≤ 0 ∧ ¬(𝒈(𝒚) ≤ 0) =⇒ 𝒒𝑝𝑜𝑠𝑡 (𝒚, 𝒛′) ≤ 0. (61)

where 𝒛′ = (𝐼1 (𝒂,𝒚), . . . , 𝐼𝑛𝒛 (𝒂,𝒚)) and 𝐶𝑦 is the domain of 𝒚.
Therefore, finding a valid parameter assignment for Eqs. (55), (56) and (57) is reduced to solving

the following program:

find 𝒂

𝑠 .𝑡 . Constraints Eqs. (55), (60), and (61).
(62)

According to the definition of masked templates, constraints Eq. (60) and Eq. (61) contain no

nonlinear terms in parameters 𝒂. Therefore, Eq. (62) conforms to the form of Eq. (7) and can be

solved by using the standard SOS relaxation techniques in Sect. 2.2. As a consequence, the soundness

result (Thm. 2) and semi-completeness result (Thm. 3) carry over.
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Example 2 (Continued). After performing a variable substitution, we construct Eq. (62) as follows:

find 𝒂

𝑠 .𝑡 . ∀(𝑥,𝑦, 𝑟 ) ∈ 𝐶𝑥,𝑦,𝑟 . 𝑦 ≥ 0 ∧ 𝑥 = 𝑦/2 ∧ 𝑟 = 0 =⇒ 𝑦 = 𝐼 (𝒂, 𝑥, 𝑟 ) ∧ 𝑥 ≥ 0,

∀(𝑥, 𝑟 ) ∈ 𝐶𝑥,𝑟 . 𝑥 ≥ 0 ∧ 𝑥 ≥ 𝑟 =⇒ 𝐼 (𝒂, 𝑥, 𝑟 ) = 𝐼 (𝒂, 𝑥 − 𝑟, 𝑟 + 1) ∧ 𝑥 ≥ 0,

∀(𝑥, 𝑟 ) ∈ 𝐶𝑥,𝑟 . 𝑥 ≥ 0 ∧ 𝑥 ≤ 𝑟 =⇒ 𝑟 2 + 𝑟 ≥ 𝐼 (𝒂, 𝑥, 𝑟 ) ∧ 𝑟 2 − 𝑟 ≤ 𝐼 (𝒂, 𝑥, 𝑟 ).
In particular, by solving the 2nd SOS relaxation of the above constraints, we obtain the following

numerical result:

𝐼 (𝒂0, 𝑥, 𝑟 ) = 0.0000000020 + 1.9999999314 · 𝑥 − 0.9999999624 · 𝑟+
0.9999999665 · 𝑟 2 − 0.0000000041 · 𝑥2 − 0.0000000098 · 𝑥 · 𝑟,

where we round off the coefficients to 10 decimal places just to demonstrate the numerical errors. In

our experiments, we use a technique called rationalization (explained later) to eliminate the numerical

errors, obtaining:

𝐼 (𝒂0, 𝑥, 𝑟 ) = 2𝑥 + 𝑟 2 − 𝑟,
which can be verified to be an invariant.

6 EXPERIMENTS
Research Questions. Our experiments aim to answer the following research questions:

• RQ1: How does the Cluster algorithm perform on strong invariant synthesis problems

with a relatively small number of parameters?

• RQ2: How does the Mask algorithm perform on weak invariant synthesis problems with a

relatively large number of parameters?

Note that the number of parameters significantly impacts the computational complexity of our

two algorithms. For the Cluster algorithm, Eq. (30) involves SOS polynomials with Gram matrices

of size

(𝑛+𝑛′+𝑑𝑟
𝑑𝑟

)
. To make it tractable, we need to keep the sum 𝑛 + 𝑛′ (i.e., the number of 𝒙 and 𝒂)

small. In contrast, Eq. (62) of the Mask algorithm involves SOS polynomials with Gram matrices

of size

(𝑛𝒚+𝑑𝑟
𝑑𝑟

)
, suggesting that it could be more scalable for problems with a larger number of

parameters.

Implementation. We have developed prototypical implementations of our two SDP-based algo-

rithms in Matlab (R2020a), interfaced with Yalmip [58] and Mosek [5] to solve the underlying SOS

relaxations. The implementation and benchmarks can be found at https://github.com/EcstasyH/

invSDP. All experiments were performed on a 2.50GHz Intel Core i9-12900H laptop running 64-bit

Windows 11 with 16GB of RAM and Nvidia GeForce RTX 3060 GPU.

Comparison. Since the strong invariant synthesis algorithms in [43] and [14] are not implemented,

we mainly compare with the weak invariant synthesis tools. For our Cluster algorithm, we add one

extra step to synthesize weak invariants: When an under-approximation 𝑅𝐼 ,𝑑 = {𝒂 ∈ 𝐶𝒂 | ℎ𝑑 (𝒂) ≤
0} is synthesized, we use the symbolic tool Mathematica to solve ℎ𝑑 (𝒂) ≤ 0 (see the comment on

line 13 in Alg. 1).

We wish to compare our tool with the most relevant tool in [14], but, unfortunately, their

implementation is not publicly available. Instead, we primarily compare with PolySynth [30],

which is a recent template-based synthesis tool that supports both generations of programs and

invariants. When focusing on synthesizing (weak) invariants, PolySynth adopts the same strategy

as in [14] to encode the invariant conditions into quadratic constraints. It also employs additional

techniques and heuristics for further speedup. To compare with [43], which is based on quantifier
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elimination, we try solving the constraints Eqs. (1)-(3) in Z3 [23]. Since most problem instances

used in our experiments have basic semialgebraic templates, we do not compare with [1, 56], which

only support polynomial templates. Apart from template-based approaches, we also provide a

comparison with the state-of-the-art machine learning approach LIPuS [92].

Benchmarks. Our two algorithms are applicable to different situations depending on whether the

basic semialgebraic templates contain equalities. Regarding this, we design two sets of benchmarks:

• Cluster benchmarks include two groups of problem instances, modified programs and

dynamical systems. (1) The modified programs are obtained from the corresponding programs

in the masked benchmarks by relaxing the specifications and adjusting the templates. Such

modification ensures that the selected templates are robust so that the Cluster algorithm

should be able to find a solution, when 𝐷 is large enough. We also include two benchmarks,

freire1-2 and cohencu-2, with templates quadratic in parameters 𝒂, to validate the statement in

Remark 4. The other benchmarks use templates that are linear in parameters 𝒂 by default. (2)

For programs abstracted from dynamical systems in literature, we try to search for ellipsoid-

shaped invariants and do not know whether the template is robust. In all these examples,

we restrict the number of parameters 𝒂 to not exceed 3. Since PolySynth lacks support for

specified domains, we do not supply 𝐶𝒙 to it in these benchmarks. For these benchmarks, we

primarily compare our tool with complete approaches PolySynth and Z3, as LIPuS does not

support floating-point data.

• Masked benchmarks include programs without nested loops from [71]. Some benchmarks

(like euclidex2 and cohendiv) are adapted so that they do not involve integer operations (such
as gcd(𝑥,𝑦)). We also added a manually constructed parameterized benchmark sum-k-power-
d, which can be found at the end of this section. In these benchmarks, the program variables

and constants are mostly integers, treated as a subset of R. For these programs, as in Exmp. 2,

we set the invariant templates to contain all monomials of core variables up to a given degree

(determined by the real invariants obtained by experts). Moreover, since program variables

are unbounded in these benchmarks, we do not add the bound restriction (i.e., 𝐶𝒙 = R𝑛) and
the Mask algorithm remains sound (see Remark 1). For these benchmarks, the comparisons

encompass PolySynth, LIPuS and Z3.

For our two algorithms and Z3, we manually encode the information of the programs and the

templates. For PolySynth, the inputs are the programs and the invariant templates. LIPuS does

not need templates and the inputs are just the programs. The experimental results are reported in

Table 1 and Table 2, respectively.

Remark 6. It is worth noting that the results of PolySynth and LIPuS are not directly comparable

with the results reported in their original papers, as the specifications and templates can be different. For

example, in freire1 example, the template in our experiment is given as in Exmp. 2 with 6 parameters,

while in [30] they assume 2 parameters in the invariant, i.e., 𝑦 = 𝑎1𝑥 + 𝑎2 + 𝑟 2 − 𝑟 . For many other

examples in [30], such as berkeley, they assume the invariants are known and try to synthesize unknown

parameters in the loop body.

Numeric vs Symbolic. One important feature of our approach is that we use a numerical solver.

While benefiting from the efficiency of numerical algorithms, the produced results may be unsound

due to numerical errors. For example, as shown in Exmp. 2, there is a tiny gap between the

numerical result and the real invariant. Though there exist exact solvers (such as [33, 34]) and

arbitrary-precision solvers (such as [41]), our experience shows that these tools do not scale for

the SDP problems translated from our benchmarks. In our experiments, we employ the following

strategies to deal with numerical errors:
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Table 1. Experimental results over Cluster benchmarks.

Cluster (Alg. 1) PolySynth [30] Z3 [23]

Benchmark 𝑛𝒙 𝑛𝒂 𝐷 result time result time result time

freire1-1 3 2 1 ✓ 0.7s ✓ 3.6s ✓ 0.1s
freire1-2 3 2 2 ✓ 4.2s TO >600s TO >600s

freire1-3 3 2 1 ✓ 0.8s ✓ 3.1s ✓ 61.0s

cohencu-1 2 3 2 ✓ 5.4s TO >600s ✓ 0.2s
cohencu-2 2 3 3 ✓ 9.4s TO >600s TO >600s

cohencu-3 2 3 3 ✓ 11.2s TO >600s ✓ 0.2s

Exmp. 1 2 2 3 ✓ 3.0s TO >600s TO >600s

circuit [4] 2 2 2 ✓ 2.8s TO >600s TO >600s

unicycle [80] 2 3 ≥ 7 TO >600s TO >600s TO >600s

overview [21] 2 3 ≥ 8 TO >600s TO >600s TO >600s

𝑛𝒙 , 𝑛𝒂 : the number of variables and parameters, respectively. For the Cluster algorithm: 𝐷 is the smallest degree upper bound such that a

non-empty under-approximation can be found, “time” includes the solving SDP time and the posterior verification time. TO: timeout, 600s.

The boldface marks the winner.

• Rounding Off: For the Cluster algorithm, since the invariant template is robust, the obtained

valid parameter assignment 𝒂0 is usually an interior point of the valid set. This makes the

result tolerant to small numerical errors. Even with slight perturbations, 𝒂0 + 𝜖 remains

valid for small 𝜖 . While SDP solvers usually offer accuracies around 10
−8

[76], there is no

guarantee of the accuracy of solutions for SOS relaxations. In our experience, rounding off to

five decimal places can achieve relatively accurate results.

• Rationalization: For the Mask algorithm, the invariant template is not robust as equalities

are involved. As a result, solely relying on the rounding off strategy may produce incorrect

answers. In addition, the benchmarks contain problem instances that require rational coeffi-

cients like
5

12
, which can not be expressed by floating point numbers. To this end, we employ

the idea from [42]: we first rationalize the numerical result, then verify its correctness. The

rationalization is achieved using the built-in function rat inMatlab, which returns the rational
fraction approximation of the input to within a specified tolerance (10

−5
). For example, when

a numerical coefficient 0.41667 is obtained, the function rat transforms it into a continued

fractional expansion 0 + 1/(2 + 1/(3 + 1/(−2))), which can then be simplified to
5

12
.

• Posterior Verification: The above two strategies can not address all numerical problems.

To guarantee soundness, when a numerical solution is obtained, we use Mathematica to

verify the correctness of the corresponding invariant candidate.

Experimental Results over Cluster Benchmarks. For all benchmarks in the first group, our algorithm

successfully synthesized a non-empty under-approximation {𝒂 | ℎ𝐷 (𝒂) ≤ 0} with 𝐷 ≤ 3, but there

were a few cases where directly using Z3 outperformed our approach. Note that both PolySynth

and Z3 failed in synthesizing a valid invariant for freire1-2 and cohencu-2, this was possibly
attributed to the fact that the templates are quadratic in parameters 𝒂. Although the problems in

the first group are relatively easy, they already pose a challenge for PolySynth and Z3. As for the

second group, our algorithm succeeded in the first two problem instances, while the other two

tools failed on all problems.

This answers RQ1: The Cluster algorithm can efficiently synthesize under-approximations to

strong invariant synthesis problems with a relatively small number of parameters. Additionally, its
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Table 2. Experimental results over masked template benchmarks.

Mask (Alg. 2) PolySynth [30] LIPuS [92]

Benchmark 𝑛𝒚 𝑛𝒛 𝑛𝒂 𝑘 result time result time result time†
berkeley 4 1 5 4 ✓ 3.8s TO >600s TO >600s

cohencu 1 3 12 1 ✓ 1.7s TO >600s TO >600s

cohendiv 4 1 15 1 ✓ 0.6s ✓ 6.8s (✓) (142.0s)

euclidex2 6 2 56 2 ✓ 4.0s TO >600s TO >600s

fermat2 4 1 15 2 ✓ 0.9s ✓ 10.3s TO >600s

firefly 4 1 5 7 ✓ 10.9s TO >600s TO >600s

freire1 2 1 6 1 ✓ 0.7s ✓ 70.4s (✓) (460.0s)

freire2 4 - - 1 NS - TO >600s NS -

illinois 4 1 5 10 ✓ 17.0s TO >600s TO >600s

lcm 6 1 28 2 ✓ 1.3s ✓ 17.1s TO >600s

mannadiv 4 1 15 3 ✓ 1.2s TO >600s TO >600s

mesi 4 1 5 4 ✓ 4.5s TO >600s (✓) (592.5s)

moesi 5 1 6 5 ✓ 7.7s TO >600s (✓) (117.2s)

petter 1 1 7 1 ✓ 0.6s ✓ 4.4s TO >600s

readerswriters 5 1 21 4 ✓ 3.4s TO >600s TO >600s

sqrt 4 - - 1 NS - TO >600s (✓) (421.0s)

wensley 7 - - 2 NS - TO >600s NS -

z3sqrt 4 1 15 2 ✓ 1.1s TO >600s NS -

sum2power10 2 1 66 1 ✓ 8.6s TO >600s TO >600s

sum2power15 2 1 136 1 ✗ 200.3s TO >600s TO >600s

sum3power6 3 1 84 1 ✓ 9.9s TO >600s TO >600s

sum3power8 3 1 102 1 ✗ 102.4 TO >600s TO >600s

sum5power4 5 1 126 1 ✓ 26.6s TO >600s TO >600s

sum5power5 5 1 252 1 TO >600s TO >600s TO >600s

sum8power3 8 1 165 1 ✓ 184.6s TO >600s TO >600s

𝑛𝒚 , 𝑛𝒛 , 𝑛𝒂 : the number of core variables, non-core variables, and parameters in templates, respectively. 𝑘 : the number of branches in loop

body. For the Mask algorithm, “time” includes the solving SDP time and the posterior verification time. TO: timeout, 600s. NS: unsupported

benchmarks where there are no non-core variables (Mask algorithm) or containing floating-point variables (not allowed in LIPuS). ✗: fail to
synthesize an invariant or unsound invariant. †: the results in the last column were provided by the authors of LIPuS using their

computational environment in [92].

outputs simplify the weak invariant synthesis problem. However, our approach also has limitations.

The Cluster algorithm lacks a termination criterion when a nonempty under-approximation cannot

be found. This means that the algorithm might run indefinitely in such cases. In addition, as the

degree bound 𝐷 increases, the time required to solve both the SDP and the polynomial inequality

ℎ𝐷 (𝒂) ≤ 0 also grows significantly.

Experimental Results over Masked Benchmarks. In the first group of benchmarks, our algorithm

demonstrated its effectiveness by successfully synthesizing valid invariants for 14 out of 18 problem

instances. The runtimes of our algorithm for this set of benchmarks were typically under 10 seconds,

demonstrating its practical applicability and efficiency. However, the cohencu benchmark failed

due to a small numerical error (approximately 10
−5
). In the three unsupported benchmarks, we

were unable to identify the core variables according to our definition. In comparison, PolySynth

solved only five instances, while LIPuS and Z3 (omitted from the table) failed to produce results for
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all instances in 10 minutes. To fully understand LIPuS’s capacity, we collaborated with its creators

to evaluate our benchmarks within their environment. The results are displayed in the final column

of Table 2, distinguished by parentheses.

The second group of benchmarks demonstrates the scalability of the Mask algorithm, as it

can handle problem instances with up to a few hundred parameters within a 10-minute timeout.

However, its performance degrades when the degree of the template increases due to numerical

issues in the underlying solvers. This is evident in cases like sum2power15 and sum3power8, where
the solver incorrectly returns "infeasible" despite the existence of a real invariant. The sumpower
benchmarks are tailored to the Mask algorithm. Therefore, a direct comparison with other tools

might not be entirely fair.

Overall, the experimental results answerRQ2: Compared to existingmethods, theMask algorithm

demonstrated superior efficiency and scalability on benchmarks with a relatively large number of

parameters.

Sum-k-Power-d Benchmark. This is a manually constructed example with no practical meanings,

solely intended to demonstrate how the number of parameters will influence the efficiency of our

algorithm. It is easy to see 𝑛𝒂 =
(
𝑘+𝑑
𝑑

)
.

Code 5 sum-𝑘-power-𝑑

// Program variables: (𝑛1, 𝑛2, . . . , 𝑛𝑘 , 𝑠) ∈ R𝑛
// Precondition: 𝑠 = (𝑛1 + 𝑛2 + · · · + 𝑛𝑘 )𝑑
// Invariant template: {𝑠 = 𝑝𝑜𝑙𝑦 [(𝑛1, . . . , 𝑛𝑘 ), 𝑑]}
while ( true ) { // Real invariant 𝑠 = (𝑛1 + 𝑛2 + · · · + 𝑛𝑘 )𝑑

𝑛1 = 𝑛1 + 1;
. . . ;
𝑛𝑘 = 𝑛𝑘 + 1;
𝑠 = (𝑛1 + 𝑛2 + · · · + 𝑛𝑘 + 𝑘)𝑑 − (𝑛1 + 𝑛2 + · · · + 𝑛𝑘 )𝑑;

}
// Postcondition: true

7 RELATEDWORK
In this section, we present different methods for invariant synthesis and compare our approaches

with the most related works.

Constraint Solving. As constraint-solving techniques have made significant advancements in

recent years, constraint-solving-based approaches have become increasingly relevant and promising.

Specifically, for synthesizing linear invariants, [17] proposes the first complete approach based on

Farkas’ lemma, which can be seen as a linear version of Putinar’s Positivstellensatz (Thm. 1), and

solves the resulting nonlinear constraints by quantifier elimination. However, due to the doubly

exponential time complexity of quantifier elimination procedures [22], this method is impractical

even for programs of moderate size. Therefore, many works consider using heuristics to solve the

nonlinear constraints for better scalability [57, 79].

The problem of synthesizing polynomial invariants for polynomial programs is more challenging.

For both the weak and the strong invariant synthesis problem, [43] introduces the first complete

approach based on quantifier elimination. For the strong invariant synthesis problem, when coeffi-

cients in templates are rational numbers, [14] shows that the complexity bound can be improved to

subexponential in the length of the template. For the weak invariant synthesis problem, subsequent
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Table 3. Summary of constraint-solving-based approaches for polynomial invariant synthesis.

Invariant Algorithm Loop Template Constraint Guarantee Size of 𝜎

Strong

Cluster (Sect. 3) nested basic semi. SDP convergence
∗ (𝑛+𝑛′+𝑑𝑟

𝑑𝑟

)
[14, 43] nested basic semi. FOL complete -

Weak

Mask (Sect. 5) simple masked SDP semi-complete

(𝑛𝒚+𝑑𝑟
𝑑𝑟

)
[1, 56] simple poly. SDP -

(𝑛+𝑑𝑟
𝑑𝑟

)
[14, 30] nested basic semi. QP semi-complete

(𝑛+𝑑𝑟
𝑑𝑟

)
Invariant: the strong or weak invariant synthesis problem. Loop: the structure of loop models: “nested” means nested loops, and “simple”

means non-nested loops. Template: the type of invariant templates. Constraint: the form of encoded constraints: “QP” means quadratic

programming, “FOL” means first-order logic in reals. Guarantee: the theoretical guarantee (all these approaches are sound), and the asterisk

(
∗
) means the robustness assumption is needed. Size of 𝜎 : the size of Gram matrices of SOS polynomials (measuring the magnitude of the

constraints for methods based on Thm. 1), where 𝑑𝑟 is the relaxation order and 𝑛, 𝑛′ , and 𝑛𝒚 are the dimensions of 𝒙 , 𝒂, and 𝒚 , respectively.

works can be broadly categorized into two classes: One group focuses on efficiently solving the

general constraints of invariant conditions [14, 30, 90], while the other group strengthens the

invariant conditions to make the constraints easier to solve [1, 18, 56]. A concise overview of these

approaches is presented in Table 3. In the following, we compare the technical differences between

our work and some related works which also use Thm. 1.

Comparison with [14, 30]: These two papers provide a systematic way to encode the invariant

conditions of programs represented by control-flow graphs. As discussed in Remark 3, they also

employ Thm. 1 to translate the invariant conditions into constraints involving SOS polynomials

(essentially bilinear matrix inequalities). To handle these constraints, they further encode them into

quadratic programs and rely on general-purpose solvers. In contrast, our algorithms encode con-

straints into SDPs. This is achieved by utilizing Lasserre’s technique [51] (in the Cluster algorithm)

and by exploiting specific patterns in templates (in the Mask algorithm).

Comparison with [1, 56]: These two papers deal with the weak invariant synthesis problem by

strengthening the invariant conditions in the form of Eq. (8), allowing for standard SOS relaxations.

However, their techniques are limited to polynomial templates, which means the invariant must be

the 0-sublevel set of a single polynomial and do not have completeness guarantees. As a result,

these approaches can not synthesize invariants for programs in our masked template benchmarks.

Craig Interpolation. Craig interpolation is a power tool for local and modular reasoning. In

first-order logic, if a formula 𝑃 implies a formula 𝑄 , then there exists a formula 𝐼 , called a Craig

interpolation or simply interpolation, such that 𝑃 implies 𝐼 , 𝐼 implies 𝑄 , and every non-logical

symbol in 𝐼 occurs in both 𝑃 and 𝑄 . In program verification, interpolants can serve as invariants,

though they may not always be inductive. [55] introduces an algorithmic framework for generating

interpolants and subsequently strengthening them into inductive invariants. Similar approaches

have been explored in [21, 28, 29] for synthesizing nonlinear invariants for polynomial programs.

Craig interpolation has also been employed in model checking techniques for invariant generation,

leading to a diverse range of algorithms [10, 16, 36, 47, 61, 62].

Abstract Interpretation. Abstract interpretation is a widely used and classic method for invari-

ant generation [2, 7, 63, 72, 75]. The process involves fixing an abstract domain and iteratively

performing forward propagation until a fixed point is reached, which serves as an invariant. The

effectiveness and efficiency of abstract interpretation approaches heavily rely on the choice of

abstract domains. Different abstract domains may lead to varying levels of precision and scala-

bility in the obtained invariants. In most cases, there is no theoretical guarantee of the accuracy

of generated invariants. In other words, it is uncertain whether the obtained invariant is strong
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enough to accurately represent the desired properties of the system under analysis. The absence of

such guarantees necessitates careful consideration of the abstract domains and fine-tuning of the

analysis to strike a balance between precision and tractability.

Recurrence Analysis. Recurrence-based methods [26, 40, 45, 48, 73, 75] typically involve these

steps: (1) extracting recurrences from loops; (2) computing closed-form solutions for loop variables;

and (3) deriving (equality) invariants from the solutions. One major limitation of these methods is

that they are restricted to loops with solvable mappings [73, 75] (and minor generalizations thereof),

a restricted subclass of loops where the underlying recurrences are solvable. Intuitively, solvable

mappings generalize affine mappings by allowing certain acyclic nonlinear dependencies between

variables. Recent advancements [3, 19, 85] aim to handle the cases where recurrences for loop

variables do not exist or are not solvable, by employing techniques to generate recurrences for

expressions over program variables.

Other Methods. Recently, methods based on machine learning [32, 82, 91, 92] and logical infer-

ence [24, 46, 68, 81] have shown significant promise. Beyond classic programs, the problem of

invariant generation is also being actively explored in the context of hybrid systems [20, 86, 87]

and stochastic systems [8, 9, 15], combining techniques from differential equations and probability

theory.

We would like to emphasize that our definition of strong invariants differs from the concept

of “strongest (affine/polynomial) invariants” commonly used in research on computability results,

such as [37, 38, 44, 64, 65]. These studies typically focus on computing sets of affine or polynomial

equalities that serve as loop invariants. In contrast, our work considers inequalities of specific

parameterized forms. For a comprehensive overview of these related results, we recommend

consulting [65].

8 CONCLUSIONS AND FUTUREWORK
In this paper, we present two novel SDP-based approaches to synthesize invariants for polynomial

programs, expanding the boundaries of constraint-solving-based invariant synthesis methods. For

the strong invariant synthesis problem, the Cluster algorithm employs a technique from robust

optimization [51] to under-approximate the valid set. For the weak invariant synthesis problem, the

Mask algorithm relies on identifying special structures in program invariants. Both our algorithms

are sound and semi-complete.

Currently, the Cluster algorithm becomes impractical when the template includes an excessive

number of parameters. This limitation arises because the size of SOS polynomials in the relaxations

depends on the total number of program variables and parameters. To address this problem, we

consider exploring the internal structure of the constraints to improve the algorithm. Moreover, we

plan to extend the techniques presented in this paper to invariant synthesis for hybrid systems and

probabilistic programs.
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