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System level design, and dependability prediction of safety-critical systems demand integration of architectural

and analysis artifacts in a single development environment. Hybrid systems, with mutual dependencies and

extensive interactions between the control portion and its physical environment, further intensify this need.

Architecture Analysis & Design Language (AADL) is a model-based engineering language for the architectural

design and analysis of embedded control systems. Core AADL has been extended with sub-languages for

modeling and analysis of discrete behavior of the control portion, but not for continuous behavior of the

physical environment. In a previous work, we have introduced Hybrid Annex for continuous behavior modeling

as part of initial findings of an ongoing research effort on fulfilling the need for integrated modeling of the

computing system along with its physical environment. In this paper, we first detail complete structure of

the Hybrid Annex along with appropriate examples for each section. Then, we present formal semantics

of the synchronous subset of AADL models annotated with Hybrid Annex specifications using Hybrid

Communicating Sequential Processes (HCSP). Formal semantics are used to verify correctness of AADL

models (with Hybrid Annex specifications) using Hybrid Hoare Logic (HHL). A case study on a realistically-

scaled automatic cruise control system is provided to demonstrate modeling and verification of hybrid systems

using AADL with the proposed extension.
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1 INTRODUCTION
Embedded systems have become ubiquitous in our daily life with significant impact on automotive,

aerospace, consumer electronics, communications, medical, manufacturing, and so on. Such systems

make use of computing units to monitor and control physical processes to carry out highly complex,

and often critical functions. Correct design and development of these systems is challenging due

to a thorough validation and verification activity required to meet expected requirements and to

fulfill the quality criteria mandated by any relevant standards. Our reliance on embedded systems

is truly based on their dependability, which can only be assured by behavior of the control system

under the diverse states of physical environment in which it must operate.

Model-Based Engineering (MBE) has been successfully applied across different engineering

disciplines for correctly developing complex embedded systems [37, 43]. MBE starts with defining

an initial system model, then extensive analysis and verification are conducted based on the

model so that errors can be detected and corrected at early design stages. Afterwards, model

transformation techniques are applied to transform abstract formal models into more concrete

models, and even into source code. Hybrid Systems are models of embedded systems with precise

mathematical semantics, wherein continuous dynamics of the physical environment are combined

with discrete transitions of the computing units to describe the overall behavior of the system in

its environment [6, 17, 36, 46, 47]. Such systems interact with their external environment so as to

monitor and control the controlled variables necessary for ensuring correct system functionality.

Hybrid system models consist of several components (with continuous and discrete dynamics)

interacting with each other to perform the overall system behavior. For example in transportation

systems, medical devices, and industrial plants; the motion of a vehicle, biological cell growth and

body temperature, and chemical reaction are modeled by continuous dynamics. The sequence

of events in control modes in a moving vehicle, reaction to a particular body temperature in

medical devices, and the contacts of valves and pumps in industrial plants, are modeled by the

discrete dynamics [45]. Through the use of hybrid models, rigorous analysis and verification of

safety-critical embedded systems become feasible.

There are already several modeling languages and tools in the community of MBD for hybrid

and cyber-physical systems. We can distinguish two types of modeling approaches: functional

and architecture [25]. Functional modeling languages focus on the “what”, i.e., what the system is

doing, such as SCADE [28] and Simulink/Stateflow [48, 49]), while architecture languages focus on

the “how”, i.e., how the system provides a service and supports its functions, such as SysML and

AADL. Compared with other frameworks (especially the “how” approaches), AADL is excellent in

modeling system architecture. Basically, the architecture model is a central development artifact,

i.e., the backbone of development process: once we have the architecture model, we can analyze

the system, generate the implementation, and derive tests from it.

Architecture Analysis & Design Language (AADL) [29] is now used all over the world and

extensively in many other safety-critical domains including automotive manufacturing, healthcare,

avionics, and the military. For example, in spite of the fact that the AUTOSAR consortium uses the

AUTOSAR modeling language, the SAE supports the exploration of AADL as a standard modeling

language for the automobile sector because of its broad analysis support [59].The COMPASS [20]

project focused on using AADL for safety analysis, which led the Error Model Annex [1] and the

D-MILS [22] project to use AADL for security analysis. The University of Minnesota and Rockwell-

Collins participated in many Defense Advanced Research Projects Agency (DARPA) projects [61]

and developed a lot of AADL tools, such as AGREE and RESOLUTE. The CMU-SEI has applied the

AADL technology to several projects, including SAVI [58], a project that regroups major avionics

and aerospace companies and demonstrated the value of MBD for safety-critical software.
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In accordance with the principles of system engineering, AADL facilitates the hierarchical as-

sembly of large systems by dissecting them into more manageable sub-components and minimizing

mismatched assumptions to guarantee a functional integration. AADL promote Architecture-

Centric Virtual Integration (ACVI) for system engineering to cope with the challenges of system

integration. When integrating several components or subsystems of various discrete and con-

tinuous dynamics, this method is highly helpful for hybrid systems. Although, the component

and connection constructs of AADL are only sufficient for modeling the structure of a system

architecture, AADL supports extensions to its core language by way of properties and annexes for

behavior specification and analysis. The Behavior, and Behavior Language for Embedded Systems

with Software (BLESS) annexes were introduced to use state transition mechanisms with guards

and actions to model the discrete behavior of control systems [40, 42]. In order to prove correctness,

BLESS incorporates a feature that generates verification conditions automatically and facilitates

interactive theorem proof using first-order logic. Similarly, DEVS annex, based on discrete-event

system specification was introduced for behavior simulation using DEVS-Suite simulator [5].

Although, these annexes precisely specify behavior of software components, they are not designed

to model the continuous behavior of the environment with which the engineered system interacts.

Hybrid system models endeavor to express behavior of the engineered system together with its

environment. In order to fully understand how the behaviors in one domain influence those in the

other demands an integrated approach to the modeling of the computing units and the physical

environment of the respective domains. To equip AADL for hybrid system modeling and analysis,

the core language needs to be extended.

Formal semantics are crucial for formal analysis and verification of safety-critical systems. For

formal verification of AADL models, it is required not only to define the formal semantics of the

core language but also define the formal semantics of the dedicated annex, used for continuous

behavior modeling, in such a language which is designed to model and formally verify the hybrid

systems.

1.1 Contributions
This paper is based on our previous works [2, 3, 66] with the extension and originality mainly

reflected in the following aspects:

• Some of the preliminary results of furnishing AADL for hybrid system modeling and verifi-

cation were presented in [2, 3]. This paper contains complete description of the syntax and

semantics of each element of Hybrid Annex (HA) sub-language, using appropriate examples.

• We present the translation from (informal) AADL models with HA to (formal) HCSP models

which can be analyzed by simulation and verification.

• Simulation of the translated HCSP models of the extended AADL models with HCSP Simula-

tor [66] discussed along with verification through HHL prover [64, 71] —in-house developed
Hybrid Hoare Logic theorem provers.

• Additionally, a more realistic case study of automatic cruise control system is used to illustrate

use of the AADL with HA sub-language for modeling, simulation, and verification of complex

hybrid safety-critical systems.

This paper also presents formal semantics of AADL execution and synchronous communication

models using latest HCSP constructs, in complete detail. The translation algorithm is revised to

be used for AADL models with multiple threads having multiple connections. Our expression of

formal semantics of HA and AADL run-time, using HCSP, illustrates how safety-critical hybrid

systems can be modeled and verified in a development environment in both discrete and continuous

domains.
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1.2 Outline
Section 2 introduces the HCSP, and AADL with its structure and behavior specification mechanism.

Section 3 presents a detailed description of HA syntax and semantics, illustrating each language

production with a small example modeling different aspect of a hybrid system. In Section 4,

a realistically-scaled automatic cruise control system is presented to illustrate the use of the

proposed HA. Section 5 describes AADL run-time mechanisms with emphasis on its execution

and synchronous communication models and Section 6 introduces their formal semantics with the

HCSP, i.e., translating AADL models with HA to (formal) HCSP models. Section 7 presents the

simulation and verification of the translated HCSP model of the case study introduced in Section 4

with the aid of the simulator and HHL prover of HCSP. Section 8 presents a summary of the related

work, and Section 9 summarizes this paper.

2 BACKGROUND
This section presents the basic AADL notions and notations and an overview of HCSP with its

simulator and verification tool.

2.1 AADL
Architecture Analysis & Design Language (AADL), as an architectural description language of

embedded systems [40], has successfully been applied in several safety-critical industrial case

studies in domains like medical and aerospace engineering. The System Architecture Virtual

Integration (SAVI) project for multi-vendor avionics systems has selected AADL as its architecture

language [30]. SAVI emphasizes virtual integration of architectural components during system

engineering, so later actual integration proceeds correctly.

Architectural modeling in AADL is realized through the component specification of both the

application software, and the execution platform it is to run on. Component Type, and Implementation
classifiers, corresponding to system entities, are instantiated and then connected together to form

the system architecture model.

Component interface elements, called ports, are specified in the features section of a type classifier.
AADL provides data, event, and event data ports to transmit and receive data (without queuing),

control (queuing at the recipient), and combined control and data (queuing at the recipient) signals,

respectively. Application software may contain process, thread, data, and subprogram components

to represent shared memory space, control flow, local data sub-components, and the callable

code. The execution platform is made up of computation and communication resources, primarily

consisting of processor,memory, bus, and device components to represent the hardware and software

responsible for thread scheduling and execution, code and data storage, physical connections among

components, and interactive components like actuators and sensors.

AADL provides system components to model the composition of the software, and execution

platform components, and abstract components to model interfaces without further elaboration.

Open Source AADL Tool Environment (OSATE) [53] is a development environment built on Eclipse

to implement AADL for modeling and analysis of real-time embedded systems. OSATE not only

provides full-features text editor and a set of analysis plug-ins, but also supports domain-specific

analysis plug-in development.

AADL is extendable, and additional sub-languages for modeling and analysis can be added

through its annex mechanism. The component and connection constructs of AADL are sufficient

for modeling the structure of a system architecture. However, development of dependable systems

requires detailed behavior modeling, which AADL lacks. The Behavior (BA), and BLESS annexes [40,

42] were introduced to address this shortcoming. They both use state transition mechanisms with
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guards and actions to model the discrete behavior of control systems. BLESS provides a declarative

behavior interface specification language, an action language for defining subprogram behavior,

and a state transition machine language for defining reactive behavior. To prove that all executions

of BLESS programs uphold their specifications, a BLESS proof engine automatically generates

verification conditions, and transforms programs having proof outlines into complete, formal proofs.

Even with addition of the BA and BLESS annexes, AADL still lacks continuous behavior modeling,

so nothing related to the physical portion of a hybrid system can be modeled or verified. Hybrid

Annex (HA) was introduced in [3], for specifying the continuous behavior of model components,

and the cyber-physical interaction. Some of the preliminary results of furnishing AADL for hybrid

system modeling and verification were also presented in [2].

2.2 HCSP
Hybrid Communication Sequential Processes (HCSP) is an extension of Hoare’s Communicating

Sequential Processes (CSP) [38] for hybrid systems [35, 72] . In HCSP, differential equations are

introduced to model continuous evolution of the physical processes (in the physical environment)

along with interrupts. A hybrid system in HCSP is a parallel composition of networked sequential

processes interacting through dedicated channels, or a repetition of a sub-system. Processes in

parallel can only interact through communication, and no shared variables are allowed.

2.2.1 Syntax. The processes of HCSP are constructed as follows:

P F skip | 𝑥 B 𝑒 | wait(𝑑) | ch?𝑥 | ch!𝑒 | 𝐵 → P | ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩
| 8𝑖∈𝐼 (ch𝑖□𝑖 −→ P𝑖 ) | ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩ ⊵ 8𝑖∈𝐼 (ch𝑖□𝑖 −→ P𝑖 )
| X | 𝜇X.P | P # P′ | P ⊔ P′

S F P | S∥S′

Here P, P′, and P𝑖 represent sequential processes, whereas S and S′ stand for (sub)systems, ch and

ch𝑖 are communication channels, while ch𝑖□𝑖 is a communication event which can either be an input

event ch?𝑥 or an output event ch!e, B and e are boolean and arithmetic expressions respectively,

and d is a non-negative real constant.
Process skip terminates immediately without updating variables, and process 𝑥 B 𝑒 assigns the

value of expression 𝑒 to variable 𝑥 and then terminates. Process wait(𝑑) keeps idle for 𝑑 time units

without any change to respective variables. Interaction between processes is based on two types

of communication events: ch!𝑒 sends the value of 𝑒 along channel ch and ch?𝑥 assigns the value

received along channel ch to variable 𝑥 . Communication takes place when both the source, and the

destination processes are ready.

HCSP supports both sequential and concurrent composition. A sequentially composed process

P #P′ behaves as P first, and if it terminates, as P′ afterwards. The alternative process 𝐵 → P behaves
as P only if 𝐵 is true and terminates otherwise. We can then define the conditional

if 𝐵 then P else P′ ≜ 𝑓 B 0 # 𝐵 → (𝑓 B 1 # P) # (𝑓 = 0 ∧ ¬𝐵) → P′

where 𝑓 is a fresh variable indicating whether the branch corresponding to 𝐵 being true is taken.

Internal choice between processes P and P′, denoted as P ⊔ P′, is resolved by the process itself.

Communication controlled external choice 8𝑖∈𝐼 (ch𝑖□𝑖 −→ P𝑖 ) specifies that as soon as one of the

communications ch𝑖□𝑖 takes place, the process starts behaving as respective process P𝑖 .
Continuous evolution is specified as ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩. Real variables 𝒔 evolve continuously according

to differential equations 𝐹 as long as the boolean expression 𝐵 is true. In HCSP, continuous evolution

can be preempted due to the following interrupts:

Boundary Violation ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩ evolves until the boundary condition 𝐵 becomes false.
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Communication ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩ ⊵ 8𝑖∈𝐼 (ch𝑖□𝑖 −→ P𝑖 ) behaves like ⟨¤𝒔 = 𝐹 (𝒔)&𝐵⟩, except that
the continuous evolution is preempted whenever one of the communications ch𝑖□𝑖 takes
place, which is followed by respective P𝑖 .

The recursion 𝜇X.P means that the execution of P can be repeated by replacing each occurrence

of X with 𝜇X.P itself during executing P, i.e., 𝜇X.P behaves like P[𝜇X.P]. Finally, S defines an HCSP

system on the top level. A parallel composition S∥S′ behaves as if S and S′ run independently

except that they need to synchronize along the common communication channels.

In order to support modularity, we extend HCSP to include procedures and modules. A procedure

definition follows the syntax proc 𝑝 = P, where P is a sequential process. The call to 𝑝 is equivalent

to executing process P. A module definition follows the syntax module𝑚(𝑇 𝑥) = {𝑝𝑟𝑜𝑐 P}, where
𝑇 𝑥 is a list of parameters, 𝑝𝑟𝑜𝑐 is a list of procedure definitions and P is a sequential process

including the call to these procedures. The module execution𝑚(𝑒) is equivalent to executing P by

instantiating 𝑥 by 𝑒 .

2.2.2 Simulator. A simulator for HCSP with a graphical user interface is introduced in [66], which

allows us to quickly obtain the result of running an HCSP process, in order to check that its behavior

is as expected. The simulator, implemented in Python, is customized for HCSP programs. In addition

to real numbers, the state of the system may contain strings and lists. Operations on lists as stack,

queue, or priority queue are supported. Solving of Ordinary Differential Equations (ODEs) is done

using Python’s scipy package (function solve_ivp), which is also able to accurately calculate the

time at which the boundary of the domain is reached using a root-finding algorithm. The simulator

is linked to a web interface which is able to show the HCSP process in pretty-printed form, the

steps of execution, and a plot of the variables in the process against time. This allows us to not

only view the result of running an HCSP process, but also find out what went wrong if the process

does not execute as expected.

2.2.3 HHL Prover. HHL Prover is an interactive prover implemented in Isabelle/HOL. In this prover,

we formalize the semantics of HCSP and the synchronization function of traces. For single process,

we give the partial correctness lemmas of hybrid Hoare logic with different HCSP commands.

Based on corresponding library of Ordinary Differential Equation, we give various rules of proving

differential invariant for continuous evaluations. To deal with parallel process and the handshake of

communications, we provide elimination rules for assertions on synchronized traces. With the help

of these lemmas, we can perform formal verification of the HCSP system and prove the properties

we need.

3 HYBRID ANNEX
This section presents the constructs of the Hybrid Annex (HA), an extension to AADL for hybrid

system modeling and verification. HA was briefly introduced in [3], here we described each HA

section in detail with its syntax, and grammar with appropriate examples. HA facilitates modeling

of the physical, real-world elements, or processes, that the system must interact with to achieve

its goals of monitoring and controlling one or more of those processes. For continuous behavior

modeling of sensors and actuators, HA sub-clauses are used within AADL device component

implementations. Continuous behavior modeling of physical processes/environment is achieved

through specificationswithinAADL abstract component implementations.Modeling hybrid systems

involves both discrete and continuous dynamics. The AADL core language does not provide

continuous behavior modeling, but it does have hardware and software components for discrete

dynamics modeling. To model this missing component of a hybrid system modeling—the physical

process/environment—we employ the Abstract component category.
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HA is expressive enough tomodel physical processes with complex continuous dynamics attached

to AADL ports and mapped with AADL connections. In this paper, we present an updated version

of HA to accommodate HHL for assertion and invariant specification for both continuous and

discrete behaviors.

Below we explain the Extended Backus-Naur Form (EBNF) of the HA grammar, in which: literals

are printed in bold; alternatives are separated by a pipe |; groupings are enclosed with parentheses

( ); square braces [ ] delimit optional elements; and the closures { }+ and { }* are used to signify

one-or-more, and zero-or-more of the enclosed element, respectively. Following is the grammar of

the HA sub-clause:

hybrid_annex ::=
[ assertion { Assertion }+ ]
[ assume { assume_declaration }+ ]
[ ensure { ensure_declaration }+ ]
[ invariant invariant_declaration ]
[ variables { variable_declaration }+ ]
[ constants constant_declarations ]
[ channels { channel_declaration }+ ]
behavior { behavior_declaration }+

Here, assertion, assume, ensure, invariant, variables, constants, channels, and behavior are the sections

of an HA sub-clause, each of which is dedicated to specify particular aspect of a detailed behavior

model.

3.1 Assertion Section
In addition to detailed (continuous and discrete) behaviormodeling, HA also accommodates behavior

constrains specification as assertions. Assertions are used to express constraints on any HA defined

behavior. The assertion section may declare assertions either for later inclusion in the invariant

section, thereby making a more concise invariant, or in assume and ensure sections for expressing

pre- and post-conditions at the component level or along with an HCSP process (as assume, ensure,

or invariant at the process level) in the behavior section. An assertion is a first-order logic formula

enclosed between << and >>.

Following is the grammar of the assertion section. The italicized prefix for identifiers gives “hints”

about the kind of identifier.

assertion_declaration ::=
{ referenced_assertion }+

referenced_assertion ::=
« assertion_identifier : predicate »

predicate::=
UQ_PredicateExpression |
EQ_PredicateExpression |
PredicateExpression

An assertion declared as a 𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑑_𝑎𝑠𝑠𝑒𝑟𝑡𝑖𝑜𝑛 has a unique identifier which can be used for

reference in the assume, ensure, invariant, and behavior section. HA supports universal quantification

specified as𝑈𝑄_𝑃𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 and existential quantification specified as𝐸𝑄_𝑃𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛.
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3.2 Assume Section
Assertions defined in the assume section specify the constraints imposed by the component on its

environment. These are the claims that any initial state of the component should satisfy.

3.3 Ensure Section
Behavior constraints specified in the ensure section must be satisfied by every terminating state

of the component starting from an initial state satisfying the constraints specified in the ensure

section, given that the behavior terminates.

3.4 Invariant Section
Behavior constraints defined in the invariant section which stipulates the property should be

satisfied throughout the behavior execution of the component. Note that there is only one invariant,

but it can be logically complex, having as many assertions as needed.

Below is the grammar of the assume, ensure, and invariant sections.

assume_declaration |
ensure_declaration |
invariant_declaration ::=

{ assertion_identifier | inline_assertion }+
inline_assertion ::=
« predicate »

predicate::=
UQ_PredicateExpression |
EQ_PredicateExpression |
PredicateExpression

Behavior constraints specification at component (in assume, ensure, and invariant sections) and

HCSP process level forms an HHL triple, an extension of Hoare Logic for hybrid systems [44], as

shown below. Here, 𝑃 is an HCSP process.

{𝑎𝑠𝑠𝑢𝑚𝑒} 𝑃 {𝑒𝑛𝑠𝑢𝑟𝑒 ; ⌈𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡⌉}
If behavior of the component is modeled by several sequential processes in parallel, say two, i.e., 𝑃1
and 𝑃2, each of which with its own local assume, ensure and invariant, i.e.,

{𝑎𝑠𝑠𝑢𝑚𝑒𝑖 } 𝑃𝑖 {𝑒𝑛𝑠𝑢𝑟𝑒𝑖 ; ⌈𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑖⌉}
then, the corresponding HHL triple is a conjunction of the global and local assume, ensure, and

invariant, as given blow.

{𝑎𝑠𝑠𝑢𝑚𝑒1 ∧ 𝑎𝑠𝑠𝑢𝑚𝑒, 𝑎𝑠𝑠𝑢𝑚𝑒2 ∧ 𝑎𝑠𝑠𝑢𝑚𝑒} 𝑃1 ∥ 𝑃2 {𝑒𝑛𝑠𝑢𝑟𝑒1 ∧ 𝑒𝑛𝑠𝑢𝑟𝑒, 𝑒𝑛𝑠𝑢𝑟𝑒2 ∧ 𝑒𝑛𝑠𝑢𝑟𝑒 ;
⌈𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡1 ∧ 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡⌉, ⌈𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡2 ∧ 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡⌉}

Below is the assertion specification of an (overly) simplified train. It shows the assertion, assume,

ensure, and invariant sections used to specify behavior constraints of an AADL abstract component

SimpleTrain. All the variables used are declared in the variables section (not shown here).

Assertion with label SBL is a disjunction of [s=CTCS_Properties::start] and (v < iSeg_v2), where

s is current position of the train, start is a property declared in a property set CTCS_Properties to

represent the starting position of the train, v is the current velocity of the train, and iSeg_v2 is the
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abstract implementation SimpleTrain.impl

annex hybrid {**

assertion

<< SBL: [s=CTCS_Properties::start] or [v < iSeg_v2] >>

<< EBL: [v < iSeg_v1] >>

<< DSPV2: [s=CTCS_Properties::start] or [(v^2)+(2*b*s)

< (nSeg_v2+(2*b*iSeg_e))] >>

assume

<< [s=0] and [v=0] and [t=0] >>

ensure

<< [v >=0] or [a>=0] or ([t>Temp] and [t<Tdelay]) >>

invariant

<< SBL and EBL and DSPV2 >>

...

behavior

Move ::= ' DT 1 s = v ' & ' DT 1 v = a ' & ' DT 1 t = 1 '

**};

end SimpleTrain.impl;

service brake limit of the current track segment iSeg (track of a train is subdivided into several

distance segments for controlling the movement authorization). This assertion defines the service

brake limit for a train. It states that the train is either not moving (its position is at the starting

point) or its current velocity must be less than the service brake limit (v2) of the current track

segment, if it is moving in segment iSeg.

The second assertion with label EBL defines an emergency brake limit for the train by describing

that whenever the train is moving in a particular track segment iSeg, its current velocity v must be

less than the emergency brake limit v1.

The third assertion with label DSPV2 specifies that during operation the train is either at the start

position or its speed is less than dynamic speed profile of the current segment. It is a disjunction of

two terms: [s=CTCS_Properties::start], and [(v^2)+(2*b*s) < (nSeg_v2+(2*b*iSeg_e))]. Here, b is the

maximum deceleration when emergency brake is applied. Variable iSeg_e represents the end of the

current segment iSeg and variable nSeg_v2 represents the dynamic speed profile of the next segment

nSeg.

Behavior constraint << [s=0] and [v=0] and [t=0] >>, specified on line 9, in assume section de-

scribes the pre-condition that must be satisfied by the environment for the execution of the

abstract component SimpleTrain. It states the initialization of variables s, v, and t. Behavior con-

straint << [v>=0] or [a>=0] or ([t>Temp] and [t<Tdelay]) >> on line 12, in ensure section, specifies the

post-condition that must be true after the execution of SimpleTrain. This disjunction describes

that either the train is moving forward ([v>=0] or [a>=0] ) or the sampling time did not expire

([t>Temp] and [t<Tdelay]).

The invariant section contains a conjunction of three assertions SBL, EBL, and DSPV2. It specifies

that during operation the speed of the train must be less then the service SBL and emergency brake

EBL limits and the dynamic speed profile of the current segment must follow a certain pattern

of deceleration (based on track condition of the next segment.) This conjunction must be true
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throughout the execution of SimpleTrain component. Process Move on line 19, defined in behavior

section, contains time derivation of s, v, and t to specify train movement. Processes in the behavior

section are further discussed in Section 3.7.

3.5 Variables Section
Local variables in the scope of an HA sub-clause are declared in the variables section along with

their data types. Data types are assigned to variables by classifier references to the appropriate

AADL (user definable) data components. Following is the grammar of the variables section:

variable_declaration ::=
variable_identifier
{ , variable_identifier }* :
data_component_classifier_reference

The referred external data component must either be part of the package containing the com-

ponent being annotated, or must be declared within the scope of another package that has been

imported using the AADL with clause. Following example shows the use of the variables section to

declare different types of variables.

...

annex hybrid {**

...

variables

t_clk , c_clk : CTCS_Types::Time

speed : Base_Types::Float

counter : Base_Type::Integer

...

**};

Variables t_clk, and c_clk are of type Time while variable speed is of type Float. Variable counter

is of type Integer. Data components Float, and Integer are defined in an AADL package Base_Types

while data component Time in defined in another AADL package CTCS_Types.

3.6 Constants Section
Constants in the scope of an HA sub-clause are declared in the constants section. Adhering to

standard convention: constants can only be initialized at declaration, and cannot be assigned

another value afterwards. A constant must be initialized with either an integer, or a real value,

and may include a description of its unit of measure. HA also supports specification of measuring

units. Common constants like the mathematical ratio 𝜋 and the physical gravitational attractive

force 𝑔 can easily be declared as pi = 3.14159 (no units) and g = 9.81 mpss (meters per second2),
respectively. The grammar of the constants section is as follows:

constant_declarations ::=
behavior_constant
{, behavior_constant }*

behavior_constant ::=
behavior_constant_identifier =
( integer_literal | real_literal | boolean_literal )
[ unit_identifier ]

Following example shows the use of constants section to declare different types of constants.
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...

annex hybrid {**

...

constants

pi = 3.14159 , g = 9.8 mpss ,

u = 1,

r = 18 cm

...

**};

Constants pi, and u are declared with values 3.14159, and 1, without any measuring units. Con-

stants g is declared with value 9.8 and measuring unit mpss for𝑚𝑒𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑2, while constant

r is declared with value 18 and measuring unit cm for 𝑐𝑒𝑛𝑡𝑖𝑚𝑒𝑡𝑒𝑟 .

3.7 Behavior Section
The behavior section of the HA sub-clause is used to specify the continuous and discrete behavior of

an AADL component in terms of concurrently-executing HCSP processes. Behavior specification

has process declarations, which in turn, may contain several predefined processes by different

constructs (sequential, concurrent, repetitive, etc.).

The process algebra notation that models hybrid system behavior is shown below, with the

ampersand sign & acting as a separator having no semantics.

behavior_declaration ::=
behavior_identifier ::=
[ assume ] process_declaration { & process_declaration }*
[ ensure ] [ ; { invariant } ]

process_declaration:
stop | skip | wait time_value | assignment
| boolean_assignment | sequential_composition
| concurrent_composition | choice | repetition
| continuous_evolution | communication

Assertions before and after a behavior process specification, specified as assume and ensure
respectively, represent pre- and post-conditions while the invariant represent the process invariant
as explained in Section 3.4. The process invariant must be true throughout the execution of the

process it is specified for.

Below, we explain each of these algebraic notation which may constitute a continuous behavior

individually or in combination with other notations.

3.7.1 Stop process. The stop process does nothing but keeps idle for ever.

3.7.2 Skip process. The skip process terminates immediately having no further effect on variable

values. It is used to model the successful termination of the current execution.
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3.7.3 Wait process. The wait keeps idle for a specific time value. During this idle period, the

respective process does not perform any action and the variables are unchanged. Below is the

syntax of the wait process:

time_value ::=
time_variable_identifier | real_literal time_unit

The time variable identifier can be a local variable identifier declared in the variables section. It

can also be a constant identifier declared in the constants section. The time unit defines a unit of

measurement of time and can be any time unit declared in the Time_Units enumerated property set

within the project specific property set in AS5506D [40]: ps, ns, us,ms, sec, min, hr.

3.7.4 Assignment process. The assignment process assigns the value of an expression to a local

variable declared in the variables section. Grammar of the assignment process is as under:

assignment ::=
variable_identifier := numeric_expression

3.7.5 Boolean assignment process. The boolean assignment process assigns the boolean value to a

local boolean type variable declared in variables section.

boolean_assignment ::=
Boolean_variable_identifier := boolean_expression

3.7.6 Sequential composition. HA supports both sequential and concurrent composition. Sequential

composition defines consecutively-executing processes. Below is the grammar of the sequential

composition.

sequential_composition ::=
{ behavior_identifier { ; behavior_identifier }+ }

A sequentially composed process {P ; Q} behaves as P first and after its successful termination,

behaves as Q. Behavior identifiers used in sequential composition must refer to behavior declarations.

3.7.7 Concurrent composition. A concurrently composed process {S1 || S2} behaves as if S1 and S2

run independently except that all interactions occur through communication events. Communica-

tion events between concurrently-composed behaviors, must occur along common communication

channels declared in the channels section, connecting processes S1 and S2. Below is the grammar of

the concurrent composition.

concurrent_composition ::=
{ behavior_identifier { || behavior_identifier }+ }

Behaviors defined using concurrent composition may not themselves be used in either sequential

or concurrent compositions. In concurrent compositions, communication channels (explained in

Section 3.8) must be shared pair-wise with complementary directions—in communication with out
communication. Variables used in common communication channels must have the same type,

and more than two processes can take part in a particular concurrent composition. Concurrently

executing processes S1 and S2 can neither share variables, nor input or output channels, hence

(VS1 ∩VS2 = ∅) ∧ (Σ𝑖𝑛 (S1) ∩ Σ𝑖𝑛 (S2) = Σ𝑜𝑢𝑡 (S1) ∩ Σ𝑜𝑢𝑡 (S2) = ∅)

whereV is a set of variables while Σ𝑖𝑛 and Σ𝑜𝑢𝑡 are the set of input and output channels, respectively.
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3.7.8 Choice process. Internal execution choice between processes P and Q, denoted as P [] Q is

resolved by the process itself. Following is the grammar of the choice process:

choice ::=
alternative { [] alternative }*

alternative ::=
( boolean_expression ) -> process_identifier

Choice executes a process with an alternative having true boolean expression. When more than

one alternatives have true boolean expressions, the choice is resolved non-deterministically. When

no alternative has true boolean expression the choice is equivalent to skip. The alternative process
(b)-> P behaves as P only if the boolean expression b is true and terminates otherwise.

3.7.9 Repetition. The repetition executes a process for a finite number of times. Syntax of the

repetition is define below, where REPEAT is a reserved word:

repetition ::=
REPEAT [ [ (integer_literal
| integer_variable_identifier) ] ]
( process_identifier )

A variable identifier used in a REPEAT statement must refer to an integer value. Repetition can be

of following three type:

• The statement REPEAT (P) causes process P to be repeated a finite, unspecified number of times.

• The statement REPEAT [5](P) causes process P to be repeated five times.

• The statement REPEAT [n](P) causes process P to be repeated the value of integer variable n

times.

3.7.10 Continuous evolution. Behavior of a physical, controlled variable of a hybrid system is

specified by continuous evolution. The semantics of continuous evolution are: a differential equation

holds when its (optional) boolean expression evaluates to true, and until its (optional) interrupt

occurs.

The continuous evolution statement forces values of variables declared in the variables section

to follow differential equations as long as an optional boolean expression is true. The boolean

expression specifies boundary condition of the variables. Continuous evolution terminates as soon

as the boolean expression turns to false. Interruption of continuous evolution due to boundary

condition is known as boundary interrupt. Continuous evolution can also be preempted due to timed,
and communication interrupts, as presented in the Section 3.7.11 in relation with cyber-physical

interaction modeling.

Below is the grammar of the continuous evolution:

continuous_evolution ::=
’differential_expression = differential_expression’
[ < boolean_expression > ] [ interrupt ]

Differential expression: Differential expressions consist of several differentials combined using

the usual multiplication (∗), addition (+), and subtraction (−) operators. Differentials may be numeric
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literals, a variable optionally raised to a numeric literal power, a derivative w.r.t time, a partial

derivative, or a parenthesized differential expression.

differential_expression ::=
differential
| differential { * differential }+
| differential { + differential }+
| differential - differential

differential ::=
numeric_literal
| variable_identifier [^ numeric_literal ]
| derivative_expression
| derivative_time
| ( differential_expression )

Derivative expression: Apartial derivative expression is indicated using the keyword DE followed

by the order of the differential equation, then the dependent variable, and finally the independent

variable. For example, the rate of change of variable 𝑦 with respect to 𝑥 , denoted
𝑑𝑦

𝑑𝑥
, a first

order equation, is specified as ' DE 1 y x ', while the second order equation
𝑑2𝑦

𝑑𝑥2
is specified with

' DE 2 y x '. Here, ' is the delimiter at the start and end of each differential expression.

derivative_expression ::=
DE order_integer_literal dependent_variable_identifier
independent_variable_identifier

Derivative time: A similar notation is defined for derivatives w.r.t. time–a frequently encoun-

tered concept in real-time systems. Here the keyword is DT, and the independent variable, always

being time, is not needed. Thus, the rate of change of 𝑦 with respect to time 𝑡 ,
𝑑𝑦

𝑑𝑡
, is specified as

' DT 1 y '.

derivative_time ::=
DT order_integer_literal variable_identifier

3.7.11 Communication. Communication between physical processes uses the channels declared

in the channels section of the respective behavior specifications, while communication with other

AADL components relies on the ports that are declared in the component’s type. HA accommodates

assignment and communication of continuous variables, as a result analog-to-digital and digital-to-

analog converters can easily be modeled as communication events.

communication ::=
port_communication | channel_communication

port_communication ::=
port_identifier (?|!)
( [variable_identifier] )
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channel_communication ::=
channel_identifier (?|!)
[ variable_identifier ]

Channel communication synchronizes involved processes and can only occur when both sender

and receiver are ready and may cause one of them to wait. Port communication has semantics of

AADL core language. Communication events are of two types: input event and output event. A
port input event p1?(x) specifies that an input value is received from port p1 and stored in a local

variable x. A port output event p2!(y) specifies that an output value of variable y is sent out through

port p2. A channel input event ch1?z specifies that an input value is received from channel ch1 and

stored in a local variable z. A channel output event ch2!w specifies that an output value of variable w

is sent out along channel ch2.

Interrupts: Continuous process evolution may be terminated after a specific time, or on a com-

munication event. These are invoked through timed, and communication interrupts, respectively.

A timed interrupt preempts continuous evolution after a given amount of time whereupon the

process then assumes the behavior specified by the interrupt. A process with continuous evolution,

boundary interrupt, and a timed interrupt, continues its evolution if it terminates due to boundary

interrupt before time value, time units. Otherwise, after a specific time value, the process behaves

like the next specified process.

A communication interrupt preempts continuous evolution whenever communication takes

places along any one of the named ports or channels. A process with continuous evolution, boundary

interrupt, and a communication interrupt continues its evolution except that the continuous

evolution is interrupted whenever any communication event takes place along any channel or port.

interrupt ::=
timed_interrupt | communication_interrupt

timed_interrupt ::=
[> time_value ]> { behavior_identifier }+
time_value ::=
time_variable_identifier | real_literal time_unit

communication_interrupt ::=
[[> port_or_channel_identifier ~> process_identifier
{ , port_or_channel_identifier ~> process_identifier }* ]]>

For timed interrupt, as soon the time value expires, the process behaves as specified after ]>. For
communication interrupt The communication event can either be an input or an output event. As

soon as the communication event takes place, the process behaves as the next process specified

right after ~>.
Following code snippet illustrates continuous behavior specification using ordinary and partial

differential equations attached to the implementation classifier of an abstract component AlphaTest.

Behavior processes in this example are not related to each other.

abstract implementation AlphaTest.impl

annex hybrid {**

...

variables

s , v , x , a , y , z, u : Base_Types::Float

t : CTCS_Types::Time
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constants

c = 0.0123 , alpha = 19 mmsps

behavior

Train ::= 'DT 1 s = v' & 'DT 1 v = a' & 'DT 1 t = 1'

WE ::= 'DT 2 y = (c^2) * DE 2 y x'

HE ::= 'DT 1 u - (alpha * ( (DE 2 u x) + (DE 2 u y) + (DE 2 u z) )) = 0'

**};

end AlphaTest.impl;

All the required variables and constants are declared in respective sections with appropriate data

types, and initial values with measuring units.

Process Train, on line 13, specifies of motion of a (simplified) train; where s is the displacement, v

is the velocity, a is the acceleration, and t is the train clock time.

On line 14, process WE specifies wave behavior in a one dimension space. Where c is a constant

and is declared in constants section with value 0.0123.

Process HE, on line 15, specifies temperature change in a 3D space. Where alpha is the thermal

diffusivity of the material or substance in use, u is the temperature, and x, y, z are the dimensions.

For air (the substance used in this example) at 300
◦
K, alpha is 19𝑚𝑚2/𝑠𝑒𝑐 , specified as 19 mmsps in

the constants section.

3.8 Channels Section
A computing unit’s extensive interactions with, and strong dependence on its physical environment

makes precise specification of the system’s cyber-physical interaction (communication between

computing units and their physical environment) an essential part of hybrid system modeling.

channel ::=
channel_identifier {, channel_identifier }* :
data_component_classifier_reference

HA channels only support unidirectional communication and a process may not use the same

channel for both input and output communication events. Channel declarations contain AADL

data component classifier references to specify type of the data sent or received along a particular

channel. Extensive support for interaction and continuous evolution preemption due to timed and

communication interrupts is a major contribution of the HA.

4 RUNNING EXAMPLE: AN AUTOMATICALLY CRUISE CONTROL SYSTEM
In this section, we introduce an automatic cruise control system (ACCS) as the case study to illustrate

the whole procedure of modeling, simulation, and verification. The ACCS captures pictures while

the car is operating in order to detect obstacles on the road. Obstacle detection and velocity control

are critical functions that must operate in a real-time, deterministic fashion. There are two basic

requirements for the system:

Hard The car must not collide onto the obstacle ahead;

Soft The evolution of the car should follow the driver’s intent as much as possible.

This example is adapted from the self-driving car system in [25], where it is modeled only in AADL,

and then extended in [66] by adding physical environment and control components modeled in

Simulink/Stateflow. In this paper, we modify the architecture of the ACCS in [66] and the behavior

of the AADL components in the system is now described by the HA proposed in Section 3.
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Fig. 1. The automatically cruise control system (ACCS)

4.1 Architecture and Behavior
The architecture of the ACCS decomposes to three levels, shown in Fig. 1. The physical layer

contains a car, a driver controlling the car, and a truck in front of the car as an obstacle. The

software level defines control of the system and it contains three processes for obstacle detection,

velocity control, and panel control, and each process is composed of several threads. These processes

interact with the environment (the physical layer) through devices. The platform layer consists

of buses, processors, and some devices. The connections between processes and devices could be

bound to buses and all the threads are bound to processors, with some scheduling policies such as

FIFO (First-In-First-Out) and HPF (High-Priority-First).

The execution of the ACCS is as follows. The car is placed at the starting point initially and the

driver at the wheel can accelerate and decelerate the car by the device user_panel. Process pan_ctr

receives a command from the driver and the thread vel_comp in the process computes a desired

velocity (des_v) and sends it to the process controlling the velocity of the car (vel_ctr). Meanwhile,

process obs_det detects the truck by a radar and provides the velocity controller process (vel_ctr)

with the real-time position of the truck (obs_p). Process vel_ctr computes a command (cmd) from the

received obstacle (truck) position (obs_p), the position (car_p by GPS) and velocity (car_v by velometer)

of the car, and the desired velocity (des_v) from the driver. Concretely, the thread PI_ctr in the

process computes a desired acceleration (des_a) according to the real-time velocity of the car and

the desired velocity set by the driver and sends the result to the thread emerg in the process. Thread

emerg collects the real-time position and velocity of the car, the desired acceleration provided by

PI_ctr, and the real-time position of the obstacle to work out a command (cmd), by some emergency

control strategy. Finally, process vel_ctr outputs the command to the actuator which controls the

motion of the car and the above procedure repeats.
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4.2 Physical Level
The truck, car, and driver are modeled as AADL abstract components. The type of the truck is shown

below. It is an abstract component with one output data port obs_p denoting that the position of the

truck can be sensed by other AADL components.

abstract truck

features

obs_p : out data port Base_Types::Float;

end truck;

We assume the truck is placed at the position of 35 m ahead of the car initially (Init) and then

stays motionless for 10 s (Stay) before moving forward for 10 s with velocity 2 m/s (Run). After that,

it moves to another lane and will no longer be in front of the car (Away). Before the truck moves

to another lane, the environment of the truck can sense the real-time position (p) of the truck at

any time through the output data port obs_p. This behavior can be described by the following HA,

where t and p denote the local time and the position of the truck.

abstract implementation truck.imp

annex hybrid {**

variables

t , p : Base_Types::Float

channels

obs_p! : Base_Types::Float

behavior

Main ::= Init; Stay; Run; Away

Init ::= t := 0; p := 35

Stay ::= 'DT 1 t = 1' < t<10 > [[>obs_p!p ~> Stay]]>

Run ::= 'DT 1 t = 1 & DT 1 p = 2' < t<20 > [[>obs_p!p ~> Run]]>

Away ::= 'DT 1 t = 1' [[>obs_p!0 ~> Away]]>

**}

end truck.imp;

The car moves according to the ODE { ¤𝑝 = 𝑣, ¤𝑣 = 𝑎}, where 𝑝 , 𝑣 , and 𝑎 denote the position,

velocity, and acceleration of the car, respectively, and they are set to 0 initially. During the evolution,

the car can be actuated by the acceleration from the input data port car_a and its position and

velocity can be sent out through the output data ports car_p and car_v, respectively. In summary,

the car can be modeled by the following abstract component with HA:

abstract car

features

car_a : in data port Base_Types::Float;

car_p : out data port Base_Types::Float;

car_v : out data port Base_Types::Float;

end car;

abstract implementation car.imp

annex hybrid {**

variables

p , v , a : Base_Types::Float

channels

car_a?, car_p!, car_v! : Base_Types::Float

behavior

Main ::= Init; Run

Init ::= p := 0; v := 0; a := 0
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Run ::= 'DT 1 p = v' & 'DT 1 v = a'

[[ > car_a?a ~> Run , car_p!p ~> Run , car_v?v ~> Run ]]>

**}

end car.imp;

The behavior of the driver is trivial: it first speeds up the car three times with time interval 0.5s

in between to set a desired speed to 3m/s. After 29s, the driver continues to speed down twice in

0.5s time intervals to decrease the desired speed. The driver sends the command (acceleration or

deceleration) through the output event port cmd, and its AADL code is shown as below:

abstract driver

features

cmd : out event port Base_Types::Integer;

end driver;

abstract implementation driver.imp

annex hybrid {**

constants

acc = 1, dec = -1

channels

cmd! : Base_Types::Integer

behavior

Main ::= Up; Wait; Down

Up ::= cmd!acc; wait 0.5; cmd!acc; wait 0.5; cmd!acc

Wait ::= wait 29

Down ::= cmd!dec; wait 0.5; cmd!dec

**}

end driver.imp;

4.3 Software Level
The software level is composed of three AADL processes: obs_det for detecting the obstacle in front

of the car, vel_ctr for controlling the car, and pan_ctr for dealing with the commands from the user

panel. These three processes are connected to make the evolution of the car follow the driver’s

intent as much as possible, and in the meantime the car should not collide onto the obstacle ahead.

4.3.1 Obstacle Detection. The obstacle detection process obs_det contains one thread: obs_p_comp,

which acquires obstacle positions from the input data port pos and transfers the processed positions

through the output data port obs_p. Concretely, the AADL code of this thread is as follows, where x,

and y are temporary variables.

thread obs_p_comp

features

pos : in data port Base_Types::Float;

obs_p : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 97 ms;

Deadline => 97 ms;

Compute_execution_time => 20 ms;

Priority => 1;

end obs_p_comp;

thread implementation obs_p_comp.imp
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annex hybrid {**

variables

x , y : Base_Types::Float

channels

pos?, obs_p! : Base_Types::Float

behavior

Input ::= pos?x

Main ::= y := x

Output ::= obs_p!y

**}

end obs_p_comp.imp;

Finally, the process of obstacle detection (obs_det) is modeled as follows:

process obs_det

features

pos : in data port Base_Types::Float;

obs_p : out data port Base_Types::Float;

end obs_det;

process implementation obs_det.imp

subcomponents

obs_p_comp : thread obs_p_comp.imp;

connections

c0 : pos -> obs_p_comp.pos;

c1 : obs_p_comp.obs_p -> obs_p;

end obs_det.imp;

4.3.2 Velocity Control. The process vel_ctr for velocity control consists of two threads: PI_ctr and

emerg. The thread PI_ctr receives the car speed at the input data port car_v and a desired speed at

the input data port des_v; then it computes a desired acceleration and sent it out through port des_a.

The type of PI_ctr is shown as below:

thread PI_ctr

features

car_v : in data port Base_Types::Float;

des_v : in data port Base_Types::Float;

des_a : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 7 ms;

Deadline => 7 ms;

Compute_execution_time => 1 ms;

Priority => 1;

end PI_ctr;

Concretely, it computes the difference between the desired and the real velocities of the vehicle

and then sends the difference to discrete PI controller with a wind-up method (back-calculation) to

calculate a desired acceleration. The computation is specified by the HA in the implementation of

this thread as follows:

thread implementation PI_ctr.imp

annex hybrid {**

constants

period = 7 ms
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variables

Integrator_DSTATE : Base_Types::Float

v_car , v_des , a_des : Base_Types::Float

Sum , IntegralGain , SumFdbk , SumFdbk_0 : Base_Types::Float

channels

car_v?, des_v?, des_a! : Base_Types::Float

behavior

Init ::= Integrator_DSTATE := 0

Input ::= car_v?v_car; des_v?v_des

Main ::= Sum := v_des - v_car; IntegralGain := Sum;

SumFdbk := Sum + Integrator_DSTATE;

(SumFdbk > 3) -> (SumFdbk_0 := 3) [] (SumFdbk < -3) -> (SumFdbk_0 := -3)

[] ( -3 <= SumFdbk <= 3) -> (SumFdbk_0 := SumFdbk);

IntegralGain := (SumFdbk_0 - SumFdbk + IntegralGain) * period

+ Integrator_DSTATE;

Sum := Sum + IntegralGain;

(Sum > 3) -> (a_des := 3) [] (Sum < -3) -> (a_des := -3)

[] ( -3 <= Sum <= 3) -> (a_des := Sum);

Integrator_DSTATE := IntegralGain

Output ::= des_a!a_des

**}

end PI_ctr.imp;

The thread emerg receives obstacle position at port obs_p, car position at port car_v, car speed at

port car_p, and the desired acceleration at port des_a, and outputs a command at port car_a based

on all these inputs. It checks whether the desired acceleration is safe with respect to obstacle

position. If so this is allowed as the final command. Otherwise, it overrides the command with a

safe deceleration. Concretely, the control of emerg is based on the Maximum Protection Curve [66]

computed as follows:

𝑉lim (car𝑝 ) =


𝑣max if obs𝑝 − car𝑝 ≥ 𝑣2max

(−2𝑎min)√︁
−2𝑎min · (obs𝑝 − car𝑝 ) if 0 < obs𝑝 − car𝑝 <

𝑣2max
(−2𝑎min)

0 otherwise

where car𝑝 and obs𝑝 are the respective current positions of the car and the obstacle, 𝑣max is the

maximum velocity that the car can reach and 𝑎min < 0 is the braking deceleration of the car. If

the obstacle is out of the safe distance (−𝑣2max/2𝑎min) of the vehicle, the upper limit velocity of the

vehicle can be the maximum 𝑣max ; if not, the velocity should not exceed

√︁
−2𝑎min · (obs𝑝 − car𝑝 )

in order to avoid the collision (provided obs𝑝 − car𝑝 > 0); otherwise, if obs𝑝 − car𝑝 ≤ 0, then a

collision has already happened, and the vehicle should stop (𝑉lim (car𝑝 ) = 0).

At each iteration, emerg predicts the position 𝑠next and velocity 𝑣next of the car at the next period

based on the desired acceleration (des𝑎) provided by PI_ctr (see Fig. 1). Concretely, they can be

computed by

𝑣next = car𝑣 + des𝑎 · period
𝑝next = car𝑝 + car𝑣 · period + 1

2
· des𝑎 · period2

where period is the period of the thread emerg.

If, at the next period, the velocity does not exceed the upper limit computed as above, i.e.,

𝑣next ≤ 𝑉lim (𝑝next), then the desired acceleration des𝑎 is safe; if not, it continues to test if the

constant velocity (no acceleration or deceleration) is safe (car𝑣 ≤ 𝑉lim (car𝑝 + car𝑣 · period));
otherwise, the emergency alerts and the thread emerg outputs the minimal deceleration (𝑎min < 0)
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to brake the car. The above control strategy can be described by

𝑎(car𝑝 , car𝑣) =


des𝑎 if 𝑣next ≤ 𝑉lim (𝑝next)
0 if car𝑣 ≤ 𝑉lim (car𝑝 + car𝑣 · period)

𝑎min otherwise

In summary, the thread emerg is modeled as follows:

thread emerg

features

obs_p : in data port Base_Types::Float;

car_p : in data port Base_Types::Float;

car_v : in data port Base_Types::Float;

des_a : in data port Base_Types::Float;

cmd : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 5 ms;

Deadline => 5 ms;

Compute_execution_time => 1 ms;

Priority => 2;

end emerg;

thread implementation emerg.imp

annex hybrid {**

constants

v_max = 10 m/s

a_min = -3 m/s

period = 5 ms

variables

p_obs , p_car , v_car , a_des , CMD : Base_Types::Float

p , v , v_lim : Base_Types::Float

channels

obs_p?, car_p?, car_v?, des_a?, cmd! : Base_Types::Float

assume

<< [p_car = 0] and [v_car = 0] >>

invariant

<< [p_car <= p_obs] and [v_car <= v_lim] >>

ensure

<< [p_car <= p_obs] >> -- The car will never collide into the obstacle ahead

behavior

Input ::= obs_p?p_obs; car_p?p_car; car_v?v_car; des_a?a_des

Main ::= p := p_car + v_car * period + 0.5 * a_des * period^2;

v := v_car + a_des * period; Comp_V_lim;

(v <= v_lim) -> (CMD := a_des) []

(v > v_lim) -> (p := p_car + v_car * period; Comp_V_lim;

(v_car <= v_lim) -> (CMD := 0) [] (v_car > v_lim) -> (CMD := a_min)

)

Comp_V_lim ::=

(p_obs - p >= v_max^2 / (-2 * a_min)) -> (v_lim := v_max) []

(p_obs - p < v_max^2 / (-2 * a_min)) -> (

(p_obs - p > 0) -> (v_lim := sqrt(-2 * a_min * (p_obs - p))) []

(p_obs - p <= 0) -> (v_lim := 0)
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)

Output ::= cmd!CMD

**}

end emerg.imp;

Finally, the process of velocity control (vel_ctr) is modeled as follows:

process vel_ctr

features

obs_p : in data port Base_Types::Float;

car_p : in data port Base_Types::Float;

car_v0 : in data port Base_Types::Float;

car_v1 : in data port Base_Types::Float;

des_v : in data port Base_Types::Float;

cmd : out data port Base_Types::Float;

end vel_ctr;

process implementation vel_ctr.imp

subcomponents

emerg : thread emerg.imp;

PI_ctr : thread PI_ctr.imp;

connections

c0 : obs_p -> emerg.obs_p;

c1 : emerg.cmd -> cmd;

c2 : car_p -> emerg.car_p;

c3 : car_v0 -> emerg.car_v;

c4 : car_v1 -> PI_ctr.car_v;

c5 : des_v -> PI_ctr.des_v;

c13: PI_ctr.des_a -> emerg.des_a; -- Asynchronous

end vel_ctr.imp;

4.3.3 Panel Control. The process pan_ctr includes only one thread vel_comp. It receives events

from event port in_event and transfers the receive events through event port out_event. The driver

can control the car by triggering events acc and dec to increase and decrease the desired speed,

respectively. The thread pan_ctr_th is modeled as below:

thread vel_comp

features

cmd : in event port Base_Types::Float;

des_v : out data port Base_Types::Float;

properties

Dispatch_protocol => Aperiodic;

Deadline => 100 ms;

Compute_execution_time => 10 ms;

Priority => 0;

end vel_comp;

thread implementation vel_comp.imp

annex hybrid {**

variables

CMD , v_des : Base_Types::Float

channels

cmd?, des_v! : Base_Types::Float

behavior

ACM Trans. Softw. Eng. Methodol., Vol. 1, No. 1, Article 1. Publication date: January 2025.



1:24 Xu and Ahmad et al.

Init ::= v_des := 0

Input ::= cmd?CMD

Main ::= (CMD = 1) -> (v_des := v_des + 1)

[] (CMD = -1) -> (v_des := v_des - 1);

Output ::= des_v!v_des

**}

end vel_comp.imp;

Then, the process of panel control pan_ctr is modeled as follows:

process pan_ctr

features

cmd : in event port Base_Types::Float;

des_v : out data port Base_Types::Float;

end pan_ctr;

process implementation pan_ctr.imp

subcomponents

vel_comp : thread vel_comp.imp;

connections

c0 : cmd -> vel_comp.cmd;

c1 : vel_comp.des_v -> des_v;

end pan_ctr.imp;

4.4 Platform Level
The platform is composed of a bus, a processor, and some devices. Devices serve as the “routers”

that connect the physical and software levels. All the devices in the ACCS are modeled as follows:

device radar

features

radar_data : in data port Base_Types::Float;

pos : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 10 ms;

end radar;

device implementation radar.imp

annex hybrid {**

variables

data_radar , POS : Base_Types::Float

channels

radar_data?, pos! : Base_Types::Float

behavior

Input ::= radar_data?data_radar

Main ::= POS := data_radar

Output ::= pos!POS

**}

end radar.imp;

device actuator

features

cmd : in data port Base_Types::Float;
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car_a : out data port Base_Types::Float;

properties

Dispatch_protocol => Aperiodic;

end actuator;

device implementation actuator.imp

annex hybrid {**

variables

CMD , a_car : Base_Types::Float

channels

cmd?, car_a! : Base_Types::Float

behavior

Input ::= cmd?CMD

Main ::= a_car := CMD

Output ::= car_a!a_car

**}

end actuator.imp;

device GPS

features

GPS_data : in data port Base_Types::Float;

pos : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 6 ms;

end GPS;

device implementation GPS.imp

annex hybrid {**

variables

data_GPS , POS : Base_Types::Float

channels

GPS_data?, pos! : Base_Types::Float

behavior

Input ::= GPS_data?data_GPS

Main ::= POS := data_GPS

Output ::= pos!POS

**}

end GPS.imp;

device velometer

features

vel_data : in data port Base_Types::Float;

vel : out data port Base_Types::Float;

properties

Dispatch_protocol => Periodic;

Period => 10 ms;

end velometer;

device implementation velometer.imp

annex hybrid {**

variables
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data_vel , VEL : Base_Types::Float

channels

vel_data?, vel! : Base_Types::Float

behavior

Input ::= vel_data?data_vel

Main ::= VEL := data_vel

Output ::= vel!VEL

**}

end velometer.imp;

device user_panel

features

in_event : in event port Base_Types::Integer;

out_event : out event port Base_Types::Integer;

properties

Dispatch_protocol => Aperiodic;

end user_panel;

device implementation user_panel.imp

annex hybrid {**

variables

event_in , event_out : Base_Types::Integer

channels

in_event?, out_event! : Base_Types::Integer

behavior

Input ::= in_event?event_in

Main ::= event_out := event_in

Output ::= out_event!event_out

**}

end user_panel.imp;

The connections between devices and processes are all bound to a bus, and all the threads in the

processes are bound to a processor adopting HPF scheduling policy. The bus and processor are

modeled as follows:

bus bus0

properties

latency => 3 ms;

end bus0;

bus bus1

properties

latency => 3 ms;

end bus1;

processor cpu

properties

scheduling_protocol => (HPF);

end cpu;

As it should be, we can consider multiple buses and multiple processors. Each bus has the

property of latency denoting the transfer delay and each processor has its own scheduling policy,
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thus we can consider different settings of buses and processors to observe the impact on the system

performance caused by bus and processor.

4.5 Composite System
The whole system of the ACCS can be described by the AADL models of the physical, software,

and platform levels, and they are connected together to form the following system model:

system ACCS

end ACCS;

system implementation ACCS.imp

subcomponents

-- Physical Level

truck : abstract truck.imp;

car : abstract car.imp;

driver : abstract driver.imp;

-- Software Level

obs_det : process obs_det.imp;

vel_ctr : process vel_ctr.imp;

pan_ctr : process pan_ctr.imp;

-- Platform Level

radar : device radar.imp;

actuator : device actuator.imp;

GPS : device GPS.imp;

velometer : device velometer.imp;

user_panel : device user_panel.imp;

bus0 : bus bus0;

cpu : processor cpu;

connections

c0 : truck.obs_p -> radar.radar_data; -- Synchronous

c1 : radar.pos -> obs_det.pos; -- Asynchronous

c2 : vel_ctr.cmd -> actuator.cmd; -- Synchronous

c3 : actuator.car_a -> car.car_a; -- Synchronous

c4 : car.car_p -> GPS.GPS_data; -- Synchronous

c5 : GPS.pos -> vel_ctr.pos; -- Asynchronous

c6 : car.car_v -> velometer.vel_data; -- Synchronous

c7 : velometer.vel -> vel_ctr.car_v0; -- Asynchronous

c8 : velometer.vel -> vel_ctr.car_v1; -- Asynchronous

c9 : driver.cmd -> user_panel.in_event; -- Synchronous

c10 : user_panel.out_event -> pan_ctr.cmd; -- Asynchronous

c11 : obs_det.obs_p -> vel_ctr.obs_p; -- Asynchronous

c12 : pan_ctr.des_v -> vel_ctr.des_v; -- Asynchronous

properties

actual_processor_binding => (reference (cpu)) applies to

obs_det , velo_ctr , pan_ctr;

actual_connection_binding => (reference (bus0)) applies to c0;

actual_connection_binding => (reference (bus1)) applies to c1;

actual_connection_binding => (reference (bus0)) applies to c2;

actual_connection_binding => (reference (bus0)) applies to c3;

actual_connection_binding => (reference (bus0)) applies to c4;

actual_connection_binding => (reference (bus0)) applies to c5;

actual_connection_binding => (reference (bus0)) applies to c6;
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Fig. 2. Thread execution state machine

actual_connection_binding => (reference (bus0)) applies to c7;

actual_connection_binding => (reference (bus0)) applies to c8;

actual_connection_binding => (reference (bus0)) applies to c9;

actual_connection_binding => (reference (bus0)) applies to c10;

end ACCS.imp;

where the connection c1 is bound to bus1 and the others are bound to bus0.

5 AADL RUN-TIME SEMANTICS
The AADL standard [40] defines semantics for run-time services including communication, and

thread creation, dispatch, suspension, and disposal using timed automata.

Thread life cycle, as depicted in Fig. 2 is same for every thread. Thread execution uses two types

of timed automata states: action states and rest states. Threads in action states are forced to execute

associated program code while in rest states threads do not perform any execution. Initialize,
Activate, Deactivate, Compute, and Finalize are the action states while Halted, AwaitMode, and
AwaitDispatch are the rest states. Active states can have properties specifying the source code entry

points, computation time, and deadlines. For example, Initialize_Entrypoint property identifies the

subprogram in the source code to be executed in the initialize state, Initialize_Execution_Time spec-
ifies the time a thread consumes to execute its initialization code sequence, and Initialize_Deadline
is a property to specify maximum time allowed to complete the initialization code sequence.
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(a) Immediate connection (b) Delayed connection

Fig. 3. Synchronous connections for deterministic sampling

A thread in AwaitDispatch state is active in current operational mode (AADL supports more than

one operational modes), and is waiting for dispatch. Thread dispatch condition is type dependent. A

periodic thread is dispatched after a fixed time interval specified in its period property. An aperiodic

thread, if its predefined dispatch port is not connected, is dispatched each time it receives an event,

otherwise it is dispatched each time it receives an event on the dispatch port.

A thread is initialized after the respective process is loaded into memory and is directly moved

to the AwaitDispatch state if it is active in current process mode, otherwise it is moved to the

AwaitMode state. Thread dispatch is controlled by Enabled(t) function, and Wait_For_Dispatch
invariant in the AwaitDispatch state. A clock variable t is reset each time an active state is entered,

and the timing assertion assert t ≤ (state_Deadline +Recover_Deadline) is placed in the active state

to specify deadline violation. If this assertion in any active state is violated, the thread is moved to

the Halted state.

5.1 Immediate Communication
Inter-thread communication in synchronous data flow situations can either be immediate, or delayed,
depending on the data port connections. For an immediate connection, data values are transmitted

whenever the source thread completes its execution. Meanwhile the destination thread is suspended,

and the value received at the destination is the value produced by the latest completion of the

source thread. For immediate connection, the threads must share a common dispatch.

Fig. 3(a) shows an immediate connection between two threads T1 and T2, where T1 is the

source thread with a sampling rate of 10 Hertz (calculated from its period property), and T2 is

the destination thread with the same sampling rate. Whenever T1 completes its execution, it

immediately transmits data to T2 through its out data port.

5.2 Delayed Communication
For a delayed connection, the output is transmitted at the deadline of the source thread and is

available to the destination thread at the next dispatch. The value received at the destination is that

produced at the latest deadline of the source thread. For delayed connections, threads do not need

to share a common dispatch. Fig. 3(b) shows a delayed connection between two threads T1 and T2,

where T1 is a source thread with a sampling rate of 10 Hertz (calculated from its period property),

and T2 is a destination thread with the same sampling rate. The threads do not share a common

dispatch, their sampling rates could be different. Whenever T1 completes its execution, it waits

for the deadline. Once passed, T1 transmits the value to T2 through its out data port, in the next

dispatch.
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To further ensure deterministic exchange of data and to limit the amount of jitter between

different frequency periodic threads, AADL also considers over and under-sampling in addition to

the normal synchronous case of communication for both delayed and immediate communication.

Formal semantic definition for over and under-sampling is a subject of a future work, no further

details are provided for these cases.

5.3 Synchronous and asynchronous connections
The immediate (Section 5.1) and delayed (Section 5.2) communication specify when threads out-

put and complete the computation. In this section, we consider synchronous and asynchronous

communications of connections, i.e., we distinguish some of the connections in AADL between

synchronous and asynchronous. Concretely, if two ports are connected synchronously, their com-

munication only happens when they are ready, which may cause synchronous waiting; however, if

two ports are connected asynchronously, i.e., there is a buffer between them, then the input and

output ports get and put messages from and to the buffer at proper time instants, respectively.

Therefore, asynchronization will not cause any communication delay but the input port of an

asynchronous connection may receive out-of-date messages. For example, in our case study (Fig. 1),

the connections between the physical car and devices actuator, GPS, and velometer are synchronous,

while the ones between devices GPS and velometer and process vel_ctr are asynchronous.

6 FROM AADLWITH HYBRID ANNEX TO HCSP
In this section, we present a translation from AADL with HA to HCSP, and we consider translation

of processors, threads, devices, physical environments, connections, and buses in turn.

Remark 6.1. The translation from the extended AADL models introduced in this paper is different
from the one proposed in [66] and the different reflects mainly in the following two aspects:

(1) The AADL is extended with HA, a paradigm that describes the hybrid behavior of AADL
components, in this paper while in [66], it is extended with Simulink/Stateflow, i.e., the hybrid
behavior of a component is modeled by a Simulink/Stateflow diagram.

(2) The translation to HCSP in this paper is simplified significantly based on the latest HCSP
constructs, especially, with the introduction of procedures.

6.1 Processors
AADL processor components are modeled as schedulers used for scheduling threads. Detailed

specification of the scheduling policies and protocols is beyond the scope of this paper as we are

not aiming for schedulability analysis. There are several scheduling policies and in this section, we

introduce two of them: FIFO (First-In-First-Out) and HPF (Highest-Priority-First).

6.1.1 FIFO. The FIFO scheduler is represented as a parametric module SchedulerFIFO(sid) in
Module 1, where sid denotes the scheduler identifier. Each scheduler has a unique identifier. It

starts by initializing (@Initialize) the local time (𝑡 ) and thread pool (Pool) of the scheduler and
then schedules (@Schedule) the threads bound to it.

In the scheduling procedure, the scheduler is Idle if the thread pool is empty (len(Pool) == 0)

and Busy otherwise. In the Idle status, it monitors the requests from threads. Concretely, the

local time 𝑡 of the scheduler keeps going (⟨¤𝑡 = 1&true⟩) until (⊵) the communication on channel

reqProcessor occurs. The input channel reqProcessor [sid] [_tid]? is parameterized: sid and _tid
denote the identifiers of the scheduler and the requesting thread, respectively. Notice that the

identifier of the thread is prefixed with an underline, which means that parameter _tid will be
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instantiated by pattern matching. For example, the parallel composition

reqProcessor[0] [_tid]?∥reqProcessor[0] [0]!∥reqProcessor[0] [1]!
is equivalent to

reqProcessor[0] [0]?∥reqProcessor[0] [1]?∥reqProcessor[0] [0]!∥reqProcessor[0] [1]!
Upon the communication on channel reqProcessor occurs, the scheduler receives from the re-

questing thread a deadline and then pushes the thread information (the thread identifier _tid
together with the final time 𝑡 +deadline for scheduling the thread) to the thread pool (Pool, regarded
as a queue) which should be empty at the very moment (assert(len(Pool) == 0)). After that, the
scheduler gets into Busy status.

A Busy scheduler first fetches the information of the thread at the head of the thread pool

((tid, deadline) B head(Pool)) and then remove it from the pool (Pool B tail(Pool)). If the current
time of the scheduler is less than the deadline of the thread (𝑡 < deadline), it sends the thread
(identified by tid) a run signal (run[sid] [tid]!) and then performs the computation (@Compute). If,
however, the thread has expired (𝑡 ≥ deadline), the scheduler will ignore it and then schedule the

next thread (if any) from the pool (@Schedule).
In the Compute status, the local time of the scheduler keeps going until either (1) another thread is

requiring the processor (reqProcessor [sid] [_tid]?) or (2) the thread being scheduled completes its

execution (complete_exec[sid] [tid]?). In the first case, it pushes the information of the requesting

thread onto the thread pool and then returns to the Compute status. In the second case, it simply

stops (skip) and then starts the next schedulling (@Schedule, the last line of procedure Busy).

Remark 6.2. Normally, the output channel run[sid] [tid]! in procedure Busy should be extended
as ⟨¤𝑡 = 1&true⟩ ⊵ 8(run[sid] [tid]! −→ skip) for that synchronous communications may wait and
during the waiting period the local time of the scheduler should go forward. The reason we use the
simple form is that we expect that run[sid] [tid]! does not wait, i.e., the run signal invoked by the
scheduler should be dealt with immediately.

6.1.2 HPF. The HPF scheduler is represented as a parametric module SchedulerHPF(sid) in

Module 2. Since the frameworks of FIFO and HPF schedulers are similar, we only explain their

differences. The major difference is that the HPF scheduler selects threads from thread pool by

priority. Thus, it is necessary to collect the priority of each thread.

An Idle scheduler waits for the requests from the threads to be scheduled. Once it receives a

request via input channel reqProcessor [sid] [_tid]?, it adds the thread information (thread identifier

_tid, the final time 𝑡 + deadline for scheduling the thread, and the priority of the thread) to the

empty pool. After that, it becomes Busy.
Similar to the FIFO scheduler in Module 1, a Busy HPF scheduler also fetches and then removes

the head thread from the thread pool. Note that here we assume that the threads in Pool are sorted
in descending order by priority, say well-ordered, thus the first thread in the pool always takes the

highest priority. If the selected thread has a channel to run, the scheduler gets into Compute status.

In Compute status, if the scheduler receives a request from another thread, it will interrupt to deal

with the (potential) Preemption. Concretely, it compares the priorities of the thread being scheduled

(prior) and the one requiring for scheduling (prior ′). If prior ′ > prior , i.e., the requesting thread takes
the higher priority, the running thread (identified by tid) will be preempted (preempt [sid] [tid]!) and
put back to the head of the thread pool (Pool B push( [tid, deadline, prior], Pool)). Since the running
thread takes the highest priority, the updated Pool is also well-ordered. After that, the running

thread switches to the newly added thread ((tid, deadline, prior) B (_tid, 𝑡 + deadline′, prior ′)),
which is then scheduled to execute (run[sid] [tid]!).
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Module 1. FIFO scheduler

module SchedulerFIFO(sid):

procedure Initialize begin
𝑡 B 0 # Pool B [] # Initializing the the local time (t) and thread pool (Pool) of the scheduler

end

procedure Idle begin

⟨¤𝑡 = 1&true⟩ ⊵ 8
(
reqProcessor [sid] [_tid]?deadline −→ assert(len(Pool) == 0)#
Pool B push(Pool, [_tid, 𝑡 + deadline]) # @Busy

)
end

procedure Compute begin

⟨¤𝑡 = 1&true⟩ ⊵ 8
(
reqProcessor [sid] [_tid]?deadline −→ Pool B push(Pool, [_tid, 𝑡 + deadline]) # @Compute,
complete_exec [sid] [tid ]? −→ skip

)
end

procedure Busy begin
(tid, deadline) B head(Pool) # Pool B tail(Pool)#
(𝑡 < deadline) → (run[sid] [tid ]! # @Compute)#
@Schedule#

end

procedure Schedule begin
if (len(Pool) == 0) {@Idle} else {@Busy}

end

begin
@Initialize # @Schedule

end
endmodule

If the thread requiring the processor does not take the higher priority than the running thread,

i.e., prior ′ ≤ prior , the requesting thread will then be inserted to the (well-ordered) thread pool

such that the updated Pool is well-ordered as well. Procedure Insert implements the insertion

algorithm. Concretely, we maintain two well-ordered queues (lists) Pool and Pool′. The former

stores the threads taking lower priority than the requesting thread while the latter stores the others.

Then, the updated Pool can be obtained by the concatenation of Pool′, the inserted thread, and

the old Pool, i.e., Pool′ B push(Pool′, [_tid, 𝑡 + deadline′, prior ′]) # Pool B push(Pool′, Pool). After
Preemption, the scheduler returns to the Compute status.

6.2 Threads
Based on specific properties, associated connections, and timing constraints, each thread corre-

sponding to the state machine shown in Fig. 2 is translated into one HCSP process. AADL modal

semantics are not considered here, so every thread has only one operational mode. Following

parallel composition of HCSP processes Dispatch and Execution represents the HCSP process

corresponding to an AADL thread:

Thread F Dispatch∥Execution

where Dispatch specifies dispatching the thread and Execution implements the state machine of

Fig. 2. The two processes have repeating behavior and can only communicate through channels.
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Module 2. HPF scheduler

module SchedulerHPF(sid):

procedure Initialize begin
𝑡 B 0 # Pool B []

end

procedure Idle begin

⟨¤𝑡 = 1&true⟩ ⊵ 8
(
reqProcessor [sid] [_tid]?(deadline, prior) −→ assert(len(Pool) == 0)#

Pool B push(Pool, [_tid, 𝑡 + deadline, prior ]) # @Busy

)
end

procedure Loop begin
if (¬success ∧ len(Pool) > 0) {
(tid′′, deadline′′, prior′′) B head(Pool) # Pool B tail(Pool)#
if (prior′ > prior′′) {success B true} else {Pool′ B push(Pool′, [tid′′, deadline′′, prior′′]) }#
@Loop
} else {Pool′ B push(Pool′, [_tid, 𝑡 + deadline′, prior′]) # Pool B push(Pool′, Pool) }

end

procedure Insert begin
Pool′ B [] # success B false # @Loop

end

procedure Preempt begin
if (prior′ > prior) {

preempt [sid] [tid ]!#
Pool B push( [tid, deadline, prior ], Pool)#
(tid, deadline, prior) B (_tid, 𝑡 + deadline′, prior′)#
run[sid] [tid ]!
} else {@Insert}#
@Compute

end

procedure Compute begin

⟨¤𝑡 = 1&true⟩ ⊵ 8
(
reqProcessor [sid] [_tid]?(deadline′, prior′) −→ @Preempt,
complete_exec [sid] [tid ]? −→ skip

)
end

procedure Busy begin
# assert(the threads in Pool has been sorted in descending order by priority)

(tid, deadline, prior) B head(Pool) # Pool B tail(Pool)#
(𝑡 < deadline) → (run[sid] [tid ]! # @Compute)#
@Schedule

end

procedure Schedule begin
if (len(Pool) == 0) {@Idle} else {@Busy}

end

begin
@Initialize # @Schedule

end
endmodule
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Module 3. Periodic dispatch

module Periodic_DIS(tid, period):

procedure Execute begin
dispatch[tid]!#
𝑡 B 0 # ⟨¤𝑡 = 1&𝑡 < period⟩ ⊵ 8(complete_comp [tid]? −→ ⟨¤𝑡 = 1&𝑡 < period⟩)#
@Execute

end

begin
@Execute

end
endmodule

Module 4. Aperiodic dispatch

module Aperiodic_DIS(tid, inConn):

procedure Execute begin
inputs [inConn]?event # dispatch[tid]!event#
𝑡 B 0 # ⟨¤𝑡 = 1&true⟩ ⊵ 8(complete_comp [tid]? −→ skip)#
@Execute

end

begin
@Execute

end
endmodule

6.2.1 Dispatch. Since the properties section of a thread specifies the dispatch_protocol (periodic

or aperiodic), deadline, and period (if periodic) of the thread, the dispatcher for the thread can be

constructed according to these information.

A periodic thread is dispatched after every fixed time interval specified in its period property. The

dispatch process for a periodic thread with thread identifier tid and dispatch period is specified
in Module 3. A periodic dispatcher is a recursive process which, at each iteration, dispatches its

thread (identified by tid) by output channel dispatch[tid]! and then waits for one period. During
the waiting period, it monitors the signal complete_comp, indicating the computation completes,

from the thread. If the computation of the thread completes, the dispatcher will still evolve until

the current period completes (⟨¤𝑡 = 1&𝑡 < period⟩). After that, it will start the next dispatching
and the procedure repeats (@Execute).
An aperiodic thread is triggered by an incoming event, so an aperiodic dispatcher is always

associated with some input connection to the thread. As shown in Module 4, an aperiodic dispatcher

takes two parameters: the identifier of the thread to be dispatched (tid) and an input connection

(inConn) to the thread. An aperiodic dispatcher will be activated by the input event received from

the input connection, i.e., it is invoked by inputs[inConn]?event. Once it is invoked, it dispatches
the thread by sending the received event, i.e., dispatch[tid]!event. Then, it waits until the thread
completes its computation (complete_comp[tid]?). After that, it waits for the next activation and

the procedure repeats (@Execution).

6.2.2 Execution. The execution behavior of a thread is specified in Module 5, where the parameters

mean that the thread of tid is bound to the processor of sid. At the beginning, the thread is
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Initialized by setting the initial values of the variables including the wcet (Worst Case Execution

Time), deadline, priority, and so on of the thread. All these information can be obtained from the

properties section of the thread, where compute_execution_time denotes the wcet here. In addition, the

state variables of the thread should also be Initialized, which is specified by Init in the behavior

section of the HA of the thread. For example, the initialization of the thread PI_ctr of the ACCS in

Section 4.3.2 can be written as follows:

procedure Initialize begin
period B 0.007 # deadline B 0.007 # wcet B 0.001 # prior B 1#
Integrator_DSTATE B 0 # state variable

end

After the initialization, the thread can perform Execution, which is a recursive procedure. The

Execution of the thread starts once it is dispatched by a periodic (Module 3) or aperiodic (Module 4)

dispatcher, depending on whether it is a periodic thread or not. Upon dispatched, it gets data from

the input connections (@Input). Each input channel inputs[inConn𝑖 ]?in𝑖 in Input corresponds to

an input connection inConn𝑖 to the thread, where in𝑖 is the name of the corresponding input port.

Then, the thread requires the processor it is bound to for the computation based on the input data.

Concretely, it sends the processor, which is translated to a scheduler specified in Module 1 or 2, its

deadline and priority via channel reqProcessor , i.e., reqProcessor [sid] [tid]!(deadline, prior). After
that, the local time 𝑡 of the thread is initialized (𝑡 B 0) and then it waits for the run signal from the

scheduler. If it has failed to run before the deadline, the thread will give up waiting and start the

next Execution; otherwise, i.e., it receives a run signal before the deadline, the execution time of

the thread is initialized (𝑐 B 0) and the thread begins to Run.
In procedure Run, the thread evolves until either (1) its local time (𝑡 ) reaches the deadline, (2) its

execution time (𝑐) reaches the wcet, or (3) it is preempted by another thread with higher priority. For

the third case (preempted is true), it will be put into the thread pool and keeps waiting for the next

run signal until the deadline arrives. If the thread stops without being preempted, it notifies the

scheduler that its execution completes (complete_exec[sid] [tid]!); if the execution time (𝑐) of the

thread reaches its wcet, it informs the dispatcher the computation completes (complete_comp[tid]!)
and then Outputs the results.
Before the output, it is necessary to get the computation Results. The procedure Result is

obtained from the Main process in the behavior section of the HA of the thread. Notice that the use

of Main may introduce into other auxiliary procedures. For example, the use of Main in thread emerg

(Section 4.3.2) will bring in Comp_V_lim as the auxiliary procedure. After computing the outputs

out𝑖 from the inputs and states by Result, it sends the results out through the output connections

(outputs[outConn𝑖 ]!out𝑖 ), where outConn𝑖 is an output connection from the port out𝑖 of the thread.
It should be noted that if some output connection is bound to a bus, the thread should obtain the

permission to the bus before outputting. Concretely, if the output connection outConn𝑖 is bound to

bus𝑗 , the output outputs[outConn𝑖 ]!out𝑖 in procedure Output should be replaced with

⟨¤𝑡 = 1&𝑡 < deadline⟩ ⊵ 8(reqBus[bus𝑗 ] [outConn𝑖 ]!out𝑖 −→ skip)

which indicates that the thread must obtain the permission to bus𝑗 before the deadline. Upon it

gets the permission (the communication on reqBus occurs), it sends the bus the output result (out𝑖 ).
Section 6.6 introduces the behavior of buses.

Remark 6.3. One may think that the outputs[outConn𝑖 ]!out𝑖 above should be modified as

outputs[tid] [outport𝑖 ]!out𝑖
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Module 5. Thread execution

module EXE(tid, sid):

procedure Initialize begin
wcet B · · · # deadline B · · · # prior B · · · # # Constant variables

®𝑠 B · · · # The vector of the state variables of the thread

end

procedure Input begin
inputs [inConn1 ]?in1 # · · · # inputs [inConn𝑛 ]?in𝑛

end

procedure Result begin
# Compute the outputs from the inputs and states

out1 B 𝑓1 (in1, · · · , in𝑛, ®𝑠) # · · · # out𝑚 B 𝑓𝑚 (in1, · · · , in𝑛, ®𝑠)#
®𝑠 B 𝑓 (in1, · · · , in𝑛, ®𝑠) # Update the states of the thread

end

procedure Output begin # Without buses

@Result#
outputs [outConn1 ]!out1 # · · · # outputs [outConn𝑚 ]!out𝑚

end

procedure Run begin
preempted B false#
⟨¤𝑡 = 1, ¤𝑐 = 1&𝑐 < wcet ∧ 𝑡 < deadline⟩ ⊵ 8(preempt [sid] [tid]? −→ preempted B true)#
if (preempted) { ⟨¤𝑡 = 1&𝑡 < deadline⟩ ⊵ 8(run[sid] [tid]? −→ @Run) }
else {complete_exec [sid] [tid]! # (𝑐 ≥ wcet) → (complete_comp [tid]! # @Output) }

end

procedure Execute begin
dispatch[tid]?# # We use dispatch[tid]?event for aperiodic dispatch

@Input# # Get inputs from data ports

reqProcessor [sid] [tid]!(deadline, prior)# # We remove prior if sid adopts the FIFO policy

# t and c are the local and execution times of the thread, respectively

𝑡 B 0 # ⟨¤𝑡 = 1&𝑡 < deadline⟩ ⊵ 8(run[sid] [tid]? −→ 𝑐 B 0 # @Run)#
@Execute

end

begin
@Initialize # @Execute

end
endmodule

because the latter clarifies the fact that out𝑖 is sent through the output port outport𝑖 of the thread
tid. However, we prefer the former for the simple reason that there may be multiple connections, say
outConn𝑖, 𝑗 for 1 ≤ 𝑗 ≤ 𝑘 , from one output port, say outport𝑖 . For this case, we can use

outputs[outConn𝑖,1]!out𝑖 # · · · # outputs[outConn𝑖,𝑘 ]!out𝑖
to express that out𝑖 is broadcast via the 𝑖-th output port. For the same reason, we use inputs[inConn]?
instead of inputs[tid] [inport]? in this paper.

In Module 5, the immediate connection (Fig. 3(a)) is considered. However, for the delayed connec-

tion (Fig. 3(b)), the thread sends the computation results out and completes the computation after
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Module 6. Aperiodic device

module device_name():

procedure Initialize begin
®𝑠 B · · · # The vector of the state variables of the device

end

procedure Input begin
inputs [inConn1 ]?in1 # · · · # inputs [inConn𝑛 ]?in𝑛

end

procedure Compute begin
# Compute the outputs and update the states

out1 B 𝑓1 (in1, · · · , in𝑛, ®𝑠) # · · · # out𝑚 B 𝑓𝑚 (in1, · · · , in𝑛, ®𝑠) # ®𝑠 B 𝑓 (in1, · · · , in𝑛, ®𝑠)
end

procedure Output begin
outputs [outConn1 ]!out1 # · · · # outputs [outConn𝑚 ]!out𝑚

end

procedure Execute begin
@Input # @Compute # @Output # @Execute

end

begin
@Initialize # @Execute

end
endmodule

it reaches the deadline. Concretely, the sequential composition complete_comp[tid]! #@Output in

procedure Run of Module 5 should be modified as

⟨¤𝑡 = 1&𝑡 < deadline⟩ # @Output # complete_comp[tid]!

for the delay connection.

6.3 Devices
Similar to threads (Section 6.2), a device gets inputs at its input ports and outputs the results through

its output ports after performing some computation. The major difference between the behaviors

of threads and devices is that a device is not bound to any processor. There are various kinds of

devices in the real world and it is impossible to consider all of them in this paper. In addition,

devices are not our concerns, so we only address two kinds of devices: periodic and aperiodic.
The behavior of an aperiodic device is specified in Module 6. After the initialization of the states

(@Initialize), the device begins to Execute, which is a recursive procedure. At each iteration

of the recursion, it gets inputs from the input connections (@Input), computes the outputs and

updates its states according to the inputs and current states (@Compute), and finally outputs the

computation results (@Output). The procedure Compute is obtained from the Main process in the

behavior section of the HA of the device. The HCSP model of a periodic device is shown in Module 7.

The only difference between periodic and aperiodic devices is that a periodic device will wait for

one period before the next execution.
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Module 7. Periodic device

module device_name(period):
.
.
.

procedure Execute begin
@Input # @Compute # @Output # wait(period) # @Execute

end
.
.
.

endmodule

Module 8. The HCSP model of the car

module car():

procedure Initialize begin
𝑝 B 0 # 𝑣 B 0 # 𝑎 B 0 # Position (p), velocity (v), and acceleration (a)

end

procedure Execute begin

⟨ ¤𝑝 = 𝑣, ¤𝑣 = 𝑎&true⟩ ⊵ 8 ©­«
inputs [c3]?𝑎 −→ @Execute,
outputs [c4]!𝑝 −→ @Execute,
outputs [c6]!𝑣 −→ @Execute

ª®¬
end

begin
@Initialize # @Execute

end
endmodule

6.4 Physical Environments
The environment includes continuous and discrete processes interacting with the software level

(through devices potentially). Different from threads and devices, an environment is more flexible

and hence there is no pattern (such asModule 5 for threads) describing the behavior of environments.

On the other hand, this flexibility leaves more space for the designer to model the environment.

To illustrate this, we show how to translate the car in the physical level (Section 4.2) of the ACCS.

Concretely, the HCSP model of the car is shown in Module 8 and it is obtained from the Main process

in the behavior section of the HA of the car. The Main process is a sequential composition of two sub-

processes Init and Run, which are translated to two procedures in Module 8, and the communications

through the ports of car are unified into the form input [inConn𝑖 ]in𝑖 and output [outConn𝑖 ]out𝑖 .
From the architecture of the ACCS (Fig. 1), c3 is the input connection to port car_a, and c4 and c6
are the output connections from ports car_p and car_v, respectively.

6.5 Port Connections
A port is an interface for the directional transfer of data, events, or both into or out of an AADL

component [29]. Port connections are pathways for such directional transfers between components.

Data ports are interfaces for state data transmission among components without queuing. Event

ports are interfaces for the communication of events that may be queued. Event data ports are

interfaces for message transmission with queuing, and these interfaces enable the queuing of the

data associated with an event.
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Module 9. Synchronous connection

module SyncConn(conn):

procedure Execute begin
outputs [conn]?msg # inputs [conn]!msg # @Execute

end

begin
@Execute#

end
endmodule

The connections between ports can be classified as either synchronous or asynchronous, and

accordingly, we present synchronous and asynchronous communication models using HCSP. Simi-

larly to CSP [38] and other classic process calculi [50], HCSP adopts the handshake communication,

upon which more complex communication paradigms can be formally defined [51]. Ports connected

synchronously will communicate in a synchronized manner: if one party is not ready, the other

should wait. The synchronous communication between ports can be represented naturally based

on HCSP’s handshake communication, as illustrated in Module 9. In this module, outputs[conn] is
a channel denoting the output port of the source component of connection conn and inputs[conn]
is a channel representing the input port of the target component of conn (see, for instance, Mod-

ules 5). During each iteration, it receives a message (msg) from the output port of the source

of the connection, i.e., outputs[conn]?msg, and then sends the message to the input port of the

target of the connection, i.e., inputs[conn]!msg. If the target is performing some execution, i.e., its

inputs[conn]? is not ready, then the inputs[conn]!msg should wait, thereby reflecting the semantics

of synchronous communication.

Compared to synchronous connections, the asynchronous case presents greater complexity, as

it requires us to model asynchronous communication between ports using HCSP’s synchronous

communication mechanism. To formalize the semantics of asynchronous communication between

data ports, we employ the external choice construct (8) within HCSP, as illustrated in Module 10.

Intuitively, an asynchronous connection between data ports serves as a data buffer with a capacity

of one, which can also be regarded as a data variable. Initially, it receives the initial data from the

output port of the connection’s source (@Execute). Subsequently, a recursive process (@Execute)
is established, offering two external choices that allow the source and the target of the connection

to write and read the data asynchronously whenever they are triggered. Specifically, when the

source intends to output data, i.e., outputs[conn]!, the branch prefixed with outputs[conn]?data
is triggered (left), meaning the data will be stored in the data buffer. Conversely, when the target

wishes to input a value, i.e., inputs[conn]?, the branch prefixed with inputs[conn]!data is triggered
(right), allowing the target to retrieve the data stored in the buffer. The mechanism of external

choice ensures two key aspects: (1) the source can transmit data directly through the output port at

the end of execution, without needing to wait for the target to be ready to receive; and (2) if the

source generates output data while the target is in the midst of execution, this data will be stored

in the data buffer without affecting (or interrupting) the target’s execution.

For the asynchronous communication between event ports, in addition to coordinating the asyn-

chronous input and output between ports using external choice, a queue is also needed to buffer the

events being transmitted, as illustrated in Module 11. Initially, the Queue is empty (@Initialize).
Subsequently, it enters a recursive procedure where it appends incoming events to the end of the

queue and takes the head events from it (@Execute). Specifically, during each iteration, if the queue
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Module 10. Asynchronous data connection

module Async_Data_Conn(conn):

procedure Input begin
outputs [conn]?data

end

procedure Execute begin
(outputs [conn]?data −→ @Execute) 8 (inputs [conn]!data −→ @Execute)

end

begin
@Input # @Execute

end
endmodule

Module 11. Asynchronous event connection

module Async_Event_Conn(conn):

procedure Initialize begin
Queue B []

end

procedure Execute begin
if (len(Queue) == 0) {
outputs [conn]?event # Queue B [event ]
} else {

8
(
outputs [conn]?event −→Queue B push(Queue, event),
inputs [conn]!head(Queue) −→Queue B tail(Queue)

)
} # @Execute

end

begin
@Initialize # @Execute

end
endmodule

is empty (len(Queue) == 0), it awaits an output from the connection source and then places the

received event into the now-empty queue (outputs[conn]?event #Queue B [event]); alternatively, if
the queue is not empty, it has two options: it can either receive an event from the connection source

(outputs[conn]?event) and append it to the queue (Queue B push(Queue, event)), or it can send the

head event in the queue to the connection target (inputs[conn]!head(Queue)) and then remove it

from the queue (Queue B tail(Queue)). For example, the component vel_comp in the ACCS (Fig. 1)

is an aperiodic thread, triggered by the cmd event produced from the user_panel device. The seman-

tics of the connection (c10) between the two event ports are defined by Async_Event_Conn(c10).
Specifically, when the user_panel generates a cmd, the connection, i.e., Async_Event_Conn(c10),
queues it. On the vel_comp thread side, its aperiodic dispatch mechanism (refer to Module 4) mon-

itors the connection’s queue: if the queue is non-empty, inputs[c10]?event is triggered, and the

received event activates the vel_comp thread, i.e., dispatch[vel_comp]!event.
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Module 12. The behavior of bus

module Bus(bid, d):

procedure Execute begin
reqBus [bid] [_conn]?msg −→ wait(d) # outputs [_conn]!msg # @Execute

end

begin
@Execute

end
endmodule

The asynchronous communication semantics between event data ports are similar to those

between event ports, with the only modification being the extension of the event variable in

Module 11 to a pair (event, data), which represents an event carrying data.
In addition, we can model more complex communication paradigms such as one-to-many para-

digm using HCSP. For example, in the ACCS (Fig. 1), device velometer transmits the sensed vehicle

speed data via its output port to the input ports of threads emerg and PI_ctr by connections c7
and c8, respectively. This one-to-many communication semantics can be defined by the parallel

composition the semantics of c7 and c8, i.e., Async_Data_Conn(c7)∥Async_Data_Conn(c8). For
more examples of the communication semantics between ports introduced above, readers may refer

to the case study (Section 7), where the process Conn in Section 7.1 defines the HCSP semantics for

all connections in the case study of ACCS (Fig. 1).

6.6 Buses
The connections introduced in Section 6.5 may be bound to buses. If a connection is bound to a

bus, the source of the connection should request the permission for using the bus before sending

messages via the connection. The behavior of a bus with identifier bid and latency d is specified in

Module 12. Assume that there are 𝑛 connections, say conn1, · · · , conn𝑛 , bound to the bus. Then,

the behavior of the bus is shown as follows:

𝜇X. 8
©­­«
reqBus[bid] [conn1]?msg

1
−→ wait(d) # outputs[conn1]!msg

1
# X,

...
...

...

reqBus[bid] [conn𝑛]?msg𝑛 −→ wait(d) # outputs[conn𝑛]!msg𝑛 # X

ª®®¬
At each iteration, it provides 𝑛 external choices receiving the requests for the bus. If the 𝑖-th

connection gets the permission to the bus, i.e., the 𝑖-th branch is selected by receiving a message

msg𝑖 from the source of the connection (reqBus[bid] [conn𝑖 ]?msg𝑖 ), then it waits for d time units

before sending msg𝑖 out (outputs[conn𝑖 ]!msg𝑖 ). The above process can be abstracted to Module 12,

where _conn can match any connection bound to the bus.

Remark 6.4. The sequential composition wait(d) # outputs[_conn]!msg in Module 12 models the
latency of the bus transferring messages. During the transfer period (wait(d)), any request for the bus
will wait until the current message on the bus is sent out successfully (outputs[_conn]!msg).

6.7 Restrictions on AADL
In this work, we only take part of AADL components including processes, threads, processors,

buses, devices, abstract components (used to model physical environment), and port connections
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between components, into account. Other components have not been considered, for instance,

memories and processors with more scheduling policies. The reasons for the restriction include:

(1) We concern more on the abstract and formal model of AADL. The design details of AADL

will lead to complex and redundant formal models, which prevents us from verifying the key

properties (like safety and latency) of AADL models;

(2) The HA proposed in this paper is used to describe the hybrid and physical behaviors of

components, i.e., we focus more on behavioral components like threads. The components

regarding resource (for instance, memories) are not the concern of this paper. In our future

work, we will consider the effect of resource constraints on AADL models.

For port communication, this paper introduces the communication semantics of basic data, event,

and event-data ports using HCSP. More interesting characteristics of AADL ports, which represent

different communication models, can also be captured using HCSP. All in all, the paper’s emphasis

is on extending AADL to hybrid systems and developing analysis and verification methods based

on this extended framework. Therefore, to maintain focus on this motivation, we present only the

HCSP formal semantics for the commonly used components and ports. The semantics of other

components and ports with interesting properties [52] can likewise be defined using HCSP but are

not included in this paper.

7 CASE STUDY
The architecture and behavior of the ACCS have been illustrated in Section 4. In this section, we

transform it to a formal model of HCSP by the translation algorithm introduced in Section 6. Then,

we introduce the simulation and verification for the translated HCSP model of the ACCS.

7.1 Translation
The physical level consists of a truck as a mobile obstacle, a car behind the truck, and a driver
controlling the car. All of the three physical objects have been modeled by AADL with hybrid

annex in Section 4.2 and their translated HCSP models are specified in Section 6.4. In summary, the

physical level can be described as follows:

Physical ≜ truck()∥car()∥driver()

The software level contains several AADL processes, and each of the processes is composed

of several threads. According to Section 6.2, the HCSP model of a Thread consists of two parts: a

periodically Dispatcher and the Execution of the thread. Concretely,

obs_p_comp ≜ Periodic_DIS(0, 0.097)∥EXE(0, 0)
emerg ≜ Periodic_DIS(1, 0.005)∥EXE(1, 0)

PI_ctr ≜ Periodic_DIS(2, 0.007)∥EXE(2, 0)
vel_comp ≜ Aperiodic_DIS(3, c10)∥EXE(3, 0)

where the identifiers of threads obs_p_comp, emerg, PI_ctr, and vel_comp are 0, 1, 2, and 3,

respectively, and they are all bound to the processor whose identifier is 0. Then, the HCSP models

of the AADL processes can be represented by

obs_det ≜ obs_p_comp
vel_ctr ≜ emerg∥PI_ctr
pan_ctr ≜ vel_comp

The parallel composition of these processes forms the HCSP model of the software level:

Software ≜ obs_det∥vel_ctr∥pan_ctr
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The platform level includes the devices connecting the physical and software levels, some buses

and processors. These components form the following parallel composition:

Platform ≜ radar(0.01)∥actuator()∥GPS(0.006)∥velometer(0.01)∥user_panel()
∥SchedulerHPF(0)∥bus(0, 0.003)∥bus(1, 0.003)

Note that this platform contains two buses (identifiers 0 and 1) with latency 3 ms.

Do not forget that the connections between the AADL components should also be translated to

HCSP models. For this case study, we have the following connections:

Conn ≜ Sync_Conn(c0)∥Async_Data_Conn(c1)∥Sync_Conn(c2)∥Sync_Conn(c3)
∥Sync_Conn(c4)∥Async_Data_Conn(c5)∥Sync_Conn(c6)∥Async_Data_Conn(c7)
∥Async_Data_Conn(c8)∥Sync_Conn(c9)∥Async_Event_Conn(c10)
∥Async_Data_Conn(c11)∥Async_Data_Conn(c12)∥Async_Data_Conn(c13)

Finally, the translated HCSP model of the ACCS can be obtained as follows:

ACCS ≜ Physical∥Software∥Platform∥Conn

If assume, invariant, and ensure sections are specified for the above components in the original

AADL model, then through translation, we will obtain an HCSP specification to be proved, with

the following form: ACCS_Spec ≜ {assume}ACCS{ensure; ⌈invariant⌉}.

7.2 Simulation
In [66], we developed an HCSP simulator by which we can simulate the HCSP programs translated

from the original AADL model with hybrid annex and then observe the execution result of the

original model intuitively. Hence, with the aid of the HCSP simulator, we can observe the impact

on systems under different configurations.

In this section, the whole translated HCSP model of the ACCS in Fig. 1 is used to run the

simulation, where we consider the impact of different bus configurations on the behavior of the car.

Concretely, we consider three configurations for buses: (1) no bus; (2) two buses with latency 3 ms:

the connection between device radar to obstacle detection process obs_det is bound to a specific

bus, and the other connections between the devices and the processes are all bound to the other

bus; (3) three buses with latency 5 ms: the connection between device radar and obstacle detection

process obs_det and the connection between velocity control process vel_ctr to device actuator are

bound to two separate buses, and the other connections between the devices and the processes are

bound to the left bus.

The simulation results of the three bus configurations are shown in Fig. 4. The left shows the

velocity evolutions of the car under different bus configurations, and we can see that under the

configuration of two buses with latency 3 ms (blue line), there is a clear delay for the change of

the velocity of the car: the truck appears in front of the car as an obstacle at 10 s (see the right of

Fig. 4), but the car begins to decelerate about 4 s after the truck appears. However, under the other

two configurations, the car can decelerate in about 2 s. From these results, we can observe that

the configuration that three buses with latency 5 ms may be a better choice because it causes less

delay, but on the other hand, it may cause larger fluctuations: the highest velocity of the car under

this configuration is up to 5 m/s, higher than the two other configurations.

7.3 Verification
The motivation of translating AADL with hybrid annex to HCSP is to verify the informal AADL

models. In this section, we introduce verification of HCSP models by theorem proving. Verification

using HHL prover is based on Hybrid Hoare Logic (HHL) in the proof assistant Isabelle.
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Fig. 4. The velocity and position of the car under different bus settings

The HHL Prover is an interactive theorem prover for verifying HCSP. We give the big step

semantics of the HCSP process and define the relation of the form (𝑐, 𝑠) ⇒ (𝑠 ′, 𝑡𝑟 ), which means

that executing process 𝑐 starting from state 𝑠 leads to the final state 𝑠 ′, where 𝑡𝑟 is the list of resulting
tracks. The track list contains two types of track blocks: continuous modules and communication

modules. We use the extended Hoare triple {𝑃}𝑐{𝑄} to describe the partial correctness of the

process. Assertions P and Q are predicates of the state and trajectory of the process before it starts

and after it ends, respectively. During the proof, we first verify the individual behavior of the

process to get its Hoare triple, and then use the synchronization rule of the trajectories to combine

the assertions which have communication handshakes with each other, and finally get the complete

assertion to verify the property of the parallel process.

However, the original generated HCSP model of the ACCS is so complicated which covers all

the components of ACCS including Physical, Software, Platform and Conn, and would be very

costly to verify thoroughly. Thus, we consider verifying the safety of the controlling strategy of

the ACCS specified in emerg component, which is the main safety-critical part of the whole system.

Concretely, we consider part of the HCSP model of the ACCS that corresponds to the controlling

strategy with two main components: a controller (Ctrl) and a physical car (Car), as shown in

Module 13, where the controller adopts the controlling algorithm specified in the translated emerg
HCSP process. Furthermore, the assertion part specified in the thread emerg is translated to HCSP

model directly to form a complete specification to be proved, which has the following form:

{𝑝 = 0 ∧ 𝑣 = 0} Car(v0,p0)∥Ctrl {𝑝 ≤ p_obs; ⌈𝑝 ≤ p_obs ∧ 𝑣 ≤ 𝑣lim⌉} (1)

where, the pre-condition, post-condition and invariant correspond to the assertions specified in

assume, ensure, and invariant sections of thread emerg of the ACCS respectively. Next we use the HHL
prover to prove the above safety specification.

For the component Car, we prove the following triple:

{𝑒𝑚𝑝} Car(v0,p0) {∃𝑎′ 𝑝𝑠. 𝑐𝑎𝑟_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (v0, p0, 𝑎′, 𝑝𝑠) ∧ 𝑐𝑎𝑟_𝑏𝑙𝑜𝑐𝑘 (v0, p0, 𝑎′, 𝑝𝑠)}
and for Ctrl, we have:

{𝑒𝑚𝑝} Ctrl {∃𝑣 ′ 𝑝 ′ 𝑐𝑠. 𝑐𝑡𝑟𝑙_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (𝑣 ′, 𝑝 ′, 𝑐𝑠) ∧ 𝑐𝑡𝑟𝑙_𝑏𝑙𝑜𝑐𝑘 (𝑣 ′, 𝑝 ′, 𝑐𝑠)}
the predicates 𝑐𝑎𝑟_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 and 𝑐𝑡𝑟𝑙_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 calculate the end state for each process, 𝑐𝑎𝑟_𝑏𝑙𝑜𝑐𝑘

and 𝑐𝑡𝑟𝑙_𝑏𝑙𝑜𝑐𝑘 records the corresponding trace block, where the existence variables in the assertions

represent unknown values during the communications to be determined.
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By the synchronization rule, we get

{𝑙𝑜𝑜𝑝_𝑖𝑛𝑣 (v0, p0) ∧ 𝑒𝑚𝑝} Car(v0,p0)∥Ctrl {∃𝑛. 𝑡𝑜𝑡_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (v0, p0, 𝑛) ∧ 𝑡𝑜𝑡_𝑏𝑙𝑜𝑐𝑘 (v0, p0, 𝑛)}

where loop_inv shows the safety property we want to prove loop_inv(𝑣, 𝑝) := 𝑝 ≤ p_obs ∧ 𝑣 ≤
𝑣lim. The definition of post-condition implies the following formulas:

𝑠 |= 𝑡𝑜𝑡_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (𝑣, 𝑝, 0) ←→ 𝑣𝑠 = 𝑣 ∧ 𝑝𝑠 = 𝑝

𝑠 |= 𝑡𝑜𝑡_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (𝑣, 𝑝, 𝑛+1) ←→ 𝑠 |= 𝑡𝑜𝑡_𝑒𝑛𝑑_𝑠𝑡𝑎𝑡𝑒 (𝑣+𝑎 ·period, 𝑝+𝑎 ·period+ 1
2

·𝑎 ·period2, 𝑛)

where 𝑎 is the acceleration computed by InOut. Moreover, we can prove that

𝑙𝑜𝑜𝑝_𝑖𝑛𝑣 (𝑣, 𝑝) −→ 𝑙𝑜𝑜𝑝_𝑖𝑛𝑣 (𝑣 + 𝑎 · period, 𝑝 + 𝑎 · period + 1

2

· 𝑎 · period2)

Overall, we can obtain that when the initial value v0 and p0 satisfy the safety property, the end

state of this process after each repetition will be safe and furthermore 𝑙𝑜𝑜𝑝_𝑖𝑛𝑣 is preserved. This

indicates that the safety specification (1) holds for the controlling strategy of the ACCS system.

Remark 7.1. The verification of HCSP processes in HHL prover is performed in Isabelle/HOL, which
is an interactive theorem prover and conducts proof by choosing appropriate lemmas at each step,
without exhaustive checking of reachable sets of the system to be modeled. The effort of the proof in
theorem proving is usually measured by the lines of proof scripts and the automation it supports. For
HHL prover, it consists of a set of lemmas that correspond to the inference rules of HHL and the axioms
of the assertion logic, and it provides some automation support on using these lemmas [60]. For the
above case study, when the whole proof is constructed, the runtime of the file containing the model and
the proof costs only a few seconds.

8 RELATEDWORK
The works most closely related to ours, in terms of providing AADL with behavior modeling

support, are the behavior (BA) [40], and BLESS [42], and DEVS [5] annexes. Both BA and BLESS

use state transition systems to model the discrete behavior of control systems while DEVS annex

is based on Discrete-Event System Specification specifically targeted for DEVS-Suite simulation

[4]. Our proposed Hybrid Annex (HA) is focused on modeling the cyber-physical interaction, and

continuous behavior of physical process to be monitored and controlled by the control system.

Another work closely related to ours is MARS [70], an integrated tool-chain for modeling,

analysis, verification and code generation of cyber-physical systems. With MARS, one can build

a graphical model of a system to be developed with AADL⊕S/S, a combination of AADL and

Simulink/Stateflow [48, 49], and then conduct extensive simulation [66]. As pointed out in [66], the

integration of different paradigms may result in extra burden. Particularly, it requires to compute a

type classifier for each of Simulink/Stateflow diagram, which remains challenging theoretically.

Besides, like Simulink/Stateflow, the reliability of a system developed with AADL⊕ S/S is not

guaranteed, if it only relies on simulation, because of the incompleteness of simulation. In order to

formally verify AADL⊕S/S graphical models, AADL⊕S/S is translated to HCSP automatically [67].

Using Hybrid Hoare Logic [44] and its theorem prover [64], the translated HCSP formal model

can be verified. The correctness of the translation is proved with Higher-order UTP (HUTP) [65]

theoretically. Finally, the notion of approximate bisimulation is proposed so that one can discretize

a given HCSP process correctly in the sense of approximate bisimulation [68]. Based on which, sets

of refinement rules are provided through which one can refine an HCSP process into a piece of

SystemC [68] or ANSI-C code [63].
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Module 13. The parallel composition of Car and Ctrl

module Car(v0, p0):
begin

𝑣 B v0 # 𝑝 B p0#
car_v!𝑣 # car_p!𝑝 # car_a?𝑎#(
⟨ ¤𝑝 = 𝑣, ¤𝑣 = 𝑎&true⟩ ⊵ 8(car_v!𝑣 −→ car_p!𝑝 # car_a?𝑎)

)∗
end
endmodule

module Ctrl(period, p_obs, a_des, v_max, a_min):
procedure Comp_V_lim begin

if (p_obs − 𝑝′ ≥ v_max2/(−2 · a_min)) {𝑣
lim
B v_max} else {

if (p_obs − 𝑝′ > 0) {𝑣
lim
B

√︁
−2 · a_min · (p_obs − 𝑝′) } else {𝑣

lim
B 0}

}
end
procedure InOut begin
car_v!𝑣 # car_p!𝑝#
𝑝′ B 𝑝 + 𝑣 · period + 1

2
· a_des · period2 # 𝑣′ B 𝑣 + a_des · period # @Comp_V_lim#

if (𝑣′ ≤ 𝑣
lim
) {𝑎 B a_des} else {𝑝′ B 𝑝 + 𝑣 · period # @Comp_V_lim#

if (𝑣 ≤ 𝑣
lim
) {𝑎 B 0} else {𝑎 B a_min}

}#
car_a!𝑎#

end
begin

@InOut #
(
wait(period) # @InOut

)∗
end
endmodule

system
Car∥Ctrl

endsystem

In [11], Banerjee, et al. discussed the modeling of Body Area Networks (BANs—networks of

medical devices attached to a human body) with AADL using the region of impact, and the region

of interest based on impacting, impacted, and monitored parameters. Boundaries of these regions

are determined by both the cyber properties (e.g., sensing range and communication range) and the

physical properties (e.g., extent of heat dissipation) of the medical devices. Each medical device with

its regions is termed a Local Cyber-Physical System (LCPS), and a collection of LCPSs constitute

a Global Cyber-Physical System (GCPS). The BAN-CPS annex has been proposed to specify the

physical dynamics of human tissues, which are normally determined by differential equations

based on Pennes’ bio-heat equation.

Our proposed HA is more expressive in specifying the primitives of hybrid system models, e.g.,
variables with data types, constants with measuring units, and behavior with complex boolean

expressions. It also provides extensive support for cyber-physical interaction modeling through

use of timed and communication interrupts—an essential element of hybrid system modeling not

provided for to such an extent by related efforts. Exclusive support for behavior constraints and

the definition of component invariants with BLESS Assertions is a novel feature of our HA.

Formalization of AADL has been explored a lot. Yang et al [69] have formalized BA by translating

it into Time Abstract State Machine (TASM). Process algebra interpretation of AADL models is

presented in [62]. They have translated AADL models to process algebra ACSR and Real-Time

Calculus (RTC) for performance evaluation using VERSA and RTC Toolbox respectively. COMPASS
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tool-set used a variant of AADL called SLIM and SuSMv model checker for safety, dependability and

performance evaluation [16]. In [19], a tool called AADL2BIP based on BIP (Behavior Interaction

Priority) for safety property verification has been introduced. [39] reports on an ongoing effort to

capture AADL using Coq and delivers the mechanization of a significantly large subset of AADL

along with verification capabilities. [12] proposes a statistical model checking-based framework that

can perform quantitative evaluation of uncertainty-aware hybrid AADL designs against various

performance queries. Uncertain hybrid AADL proposed in [12] is an extension of AADL and our

Hybrid Annex together with other existing annexes by introducing Uncertain Annex there.

Considerable amount of efforts are made to formalize AADL, but most of them are focused on

control systems with discrete behavior. To our best knowledge, expression of continuous time

modeling based on an AADL annex sub-language has not been explored before.

There have been a number of modeling languages proposed for formalizing hybrid systems.

The most popular is hybrid automata [6, 47], with real-time temporal logics interpreted on their

behaviors as specification languages. However, analogous to state machines, hybrid automata

provides little support for structured description and composition. We refer to [24], and [18], for

extensive review on languages and tools introduced for specification and analysis of hybrid systems.

Platzer proposed hybrid programs [54, 56] and the related first-order dynamic logic, differential
dynamic logic (dL) for the compositional modeling and deductive verification by reducing properties

of hybrid systems to properties of their parts [55]. In differential dynamic logic, the correctness of

a transition behavior can be expressed as formulas based on the operational models of the hybrid

system. Discrete transitions are specified as instantaneous assignments of values to state variables

which, can be combined to handle simultaneous assignments. However, in his work, parallelism

and communication were not well handled, that occur ubiquitously in AADL models.

Zélus [13–15] extends Lustre, a synchronous dataflow language, to support the description of

continuous behavior and it implements a type system based on which some erroneous behaviors

can be checked statically. There are extended Event-B framework based on refinement and proof

for modeling and verifying hybrid systems, for instance, core hybrid Event-B [8–10] and Event-

B hybridation [27]. In addition, PTIDES [26] is a programming model for distributed real-time

embedded systems.

Some approaches on the co-modeling and co-simulation of systems have been proposed to design

a system by considering its different viewpoints. Metropolis [7, 23] is a platform-based design

environment for heterogeneous systems, that provides simulation, verification, and code synthesis

by transforming all models to a unified meta-model language. It focuses on the discrete setting for

system behaviors. Ptolemy [57] combines different models of computation in terms of actors and

provides co-modeling and co-simulation for the combined models. Functional Mock-up Interface

(FMI 3.0) [41] is an industrial standard maintained by the Modelica Association that enables the

exchange and co-simulation of dynamic component models. It couples different simulation tools at

system level by coordinating and synchronizing their respective executions. However, Ptolemy

supports very limited facilities to model continuous dynamics [21], and furthermore, both Ptolemy

and FMI are not designed for hardware architecture modeling and analysis as specified by AADL.

Reference [31] gives a survey on the state-of-the-art techniques for co-simulation and reference [32]

provides some introductory material for co-simulation of continuous systems. Other recent works

on co-simulation include [33], [34], and so on.

9 CONCLUSION AND FUTUREWORK
AADL, augmented with the HA sublanguage, can model continuous behavior of the physical

process to be monitored and controlled by the control system. Translation of HA semantics into

HCSP, of synchronous subset of AADL annotated with HA supports modeling, simulation, and
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formal verification of hybrid systems. The application of the HA for modeling, and translation into

HCSP for verification, is illustrated using an example hybrid system. The Hybrid Communicating

Sequential Processes (HCSP) translation of an AADL model using HA was verified using an in-

house developed HHL prover. Being a step towards formalization of continuous behavior and

cyber-physical interaction modeling and verification using AADL, this study has opened new

domains for research in AADL.

Our future work includes enhancement of the current approach to cover asynchronous subset

of AADL which is based on aperiodic thread with event-driven communication models and the

development of a plug-in to Open-Source AADL Tool Environment (OSATE), the development en-

vironment for AADL modeling, for automatic translation of AADL models (with HA specifications)

to HCSP processes and verification using the automatic theorem prover HHLPy [60].
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